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Abstract

In addition to ensuring database integrity, secure concurrency control techniques must be free of covert channels emerging from data conflicts between transactions. Transactions with higher access classes are mistreated by current secure concurrency control techniques. Because it solves the priority inversion problem more effectively. This paper introduces and evaluates a novel secure multiversion concurrency control technique. These experiments show that when comparing the proposed concurrency control algorithm to the SMVCC concurrency control protocol, the proposed algorithm outperforms the SMVCC protocol in terms of total average response time. ESMVCC has the lowest overall average transaction response time and the highest level of fairness among secure concurrency control protocols.
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1. Introduction

Concurrency control is the method of managing the execution of transactions in a MLDBSs at the same time without interfering with one another. The basic purpose of concurrency in traditional databases is to assure serializability. The database’s integrity and consistency are among the other objectives.
Local databases/users at separate sites share multilevel secure databases which handle transactions at different security levels. As a result, secure access to data items shared by several transactions is part of the concurrency requirements.

The Bell Lapadula model [1] presents an information flow that prevents direct information flow from high to low levels. However, there may be some indirect information flow through covert channels, which are developed during the information flow without being in the ones’ knowledge.

This resulted in the following extra needs for concurrency control mechanisms in secure databases, as stated by Kaur et al. [2]:

1. Confidentiality Requirements: Free of covert channels
2. Integrity Requirements: must guarantee serializability
3. Availability Requirements: no infinite delays or repeated abort means no starvation should occur.

In this paper, the researcher proposes a secure CC algorithm that meets the above-mentioned requirements.

This remaining sections in this paper are: Section 2 outlines the Concurrency Control Protocols for MLS/DBSs. Section 3 discusses the secure concurrency control protocol requirement. Section 4 presents the architecture of multilevel secure DBMS. Section 5 presents the proposed secure multiversion concurrency control algorithm. Section 6. we evaluate the performance of secure concurrency control protocols through detailed simulation study. Then, the paper is wrapped up with the paper summary in section 7.

2. Concurrency Control Protocols

Concurrency control is required for MLS/DBs in order to avoid a covert channel, which may be simply built by integrating multilevel secure transactions with traditional concurrency control protocols. An MLS/concurrency DB’s control protocol must ensure that no covert channels exist between transactions at different security levels. When applied to multilevel secure transactions, traditional concurrency control protocols such as 2PL and Timestamp Ordering protocols cause problems such as covert channels, too much delay or repeated aborts of high security level transactions, and retrieval anomaly.

3. Secure Concurrency Control Protocol Requirements

Concurrency control in MLS/DBs must also ensure security in addition to providing correct concurrent execution of transactions. There are three security requirements for the multilevel secure concurrency control protocol[3].

1. Integrity requirements: A secure concurrency control protocol must ensure that transactions are executed correctly (serializability).
2. Secrecy requirements: A secure concurrency control protocol must be free of covert channels.
3. Availability requirements: A secure concurrency control protocol should not cause starvations (indefinite delays).

4. Multilevel Secure DBMS Architectures

There are three architectures for MLS/DBSs, according to “The Woods Hole Report”[30], which protect classified information from unauthorized users based on the classification of the data and the clearance level of users.

Several classification levels of data are integrated in the same database in the integrity lock architecture [4], as shown in figure 1, and encryption is used to handle data item secrecy. It's a front-end and back-end architecture in basic. The front-end is further divided into two categories: untrusted and trusted. Query parsing, optimization, and computation are all used by the untrusted front-end. Authenticating users, installing integrity locks, and testing integrity locks are all handled by the trusted front-end (TFE). The trusted front-end is essentially a filter that
encrypts the data item's sensitivity level before it is placed in the database. It then stamps a checksum or integrity lock to that data item. The integrity lock is determined by the sensitivity level of the data item as well as the data item itself. The integrity lock is saved in the front-end or back-end database system, along with the matching data item. The TFE decrypts the integrity lock of the data item being queried and compares it to the one recently computed when a data item is retrieved. It also checks whether the data item's sensitivity level is lower than the user's, after which the retrieved data item is forwarded to the querying user.

The retrieved data item is provided to the querying user if the integrity lock matches and the data item's sensitivity level is less than the user's. The retrieval procedure will be denied if this is not the case. This architecture is also known as spray paint architecture since each level of data item is actually painted with a specific colour dependent on the cryptographic integrity lock. The benefit of this architecture is that the technology required to build it (encryption/decryption) is widely available. This architecture's primary flaw is that it is subject to Trojan horse hacks and covert channels.

The kernalized architecture [5], as illustrated in figure.2, works by breaking down a multilevel database into single-level databases that are kept separately and are controlled by a security kernel that enforces a required access control policy. The trusted front end ensures that user queries are sent to the DBMS with the same security level as the user's, while the trusted backend ensures that a DBMS accesses data without violating the mandatory security policy at a specified level (Bell-LaPadula restrictions). Because different levels of data are stored independently, processing a user's query that accesses data from multiple security levels involves expensive joins that may reduce speed. However, because this architecture uses different DBMSs for each security level, the scheduler in responsibility of concurrency control can be separated for each level as well.

The third architecture known as the replicated architecture [6], as shown in figure. 3, employs a physically distinct backend database management system for each security level. Each backend database stores information at a given security level as well as all data from lower levels. The system's security is ensured via a trusted front end that allows users to access just the backend database system that corresponds to their security level.

---

**Figure 1: Integrity Lock Architecture**

**Figure 2: Kernelized Architecture**

The kernalized architecture [5], as illustrated in figure.2, works by breaking down a multilevel database into single-level databases that are kept separately and are controlled by a security kernel that enforces a required access control policy. The trusted front end ensures that user queries are sent to the DBMS with the same security level as the user’s, while the trusted backend ensures that a DBMS accesses data without violating the mandatory security policy at a specified level (Bell-LaPadula restrictions). Because different levels of data are stored independently, processing a user's query that accesses data from multiple security levels involves expensive joins that may reduce speed. However, because this architecture uses different DBMSs for each security level, the scheduler in responsibility of concurrency control can be separated for each level as well.

The third architecture known as the replicated architecture [6], as shown in figure. 3, employs a physically distinct backend database management system for each security level. Each backend database stores information at a given security level as well as all data from lower levels. The system's security is ensured via a trusted front end that allows users to access just the backend database system that corresponds to their security level.
If a high transaction needs to read data from a low level, it will be provided the high container’s replica of the low level data. As a result, for a high number of security levels, this architecture is impracticable. Although query processing is not as expensive as in the kernelized architecture, the essential issue of transaction in this architecture is the secure and proper propagation of lower level data updates to high level DBMSs.

5. Proposed Secure Multiversion Concurrency Control Algorithm

5.1. Background

Kim et al. [7] suggested an approach for safe multiversion concurrency control that is free of starvation. For the correctness of their proposed algorithm, they addressed the following criteria.

1. No possibility for creating a covert channel: Low transaction must not be delayed or rejected while a high transaction is executing, because this can create a covert channel.
2. No starvation of high transactions: Even though low transactions must be executed while high transactions are running, high transactions should not suffer from repeated aborts or re-executions.
3. Serializable schedule for multilevel transactions: In order to maintain the consistent state of the database, a serializable schedule must be produced for multilevel transactions.
4. No retrieval anomaly when multiversion data is employed: High transactions must read consistent versions of data objects in spite that there are new versions created by low transactions while high transactions are suspended.
5. Fast version selection among multiple versions when multiversion data is employed: Since there are a multiple versions of data objects in the database and some of them must not be accessed by certain transactions, the version selection must be fast for performance reason.

They also provided definitions for their algorithm.

**Definition 1**: A read set (or a write set) of a transaction Ti, denoted as R-setTi (or W-setTi), consists of the data objects that will be read (or written) by Ti. When Ti is submitted to the scheduler, the scheduler receives R-setTi and W-setTi.

**Definition 2**: An invisible area to a high transaction Tj is an interval from the time when Tj is blocked by the execution of another transaction Ti to the time when Tj resumes its execution. The purpose of defining the invisible
area is to prevent Tj from reading new versions created by Ti running within this area; otherwise Tj may suffer from a retrieval anomaly when it resums. Ti can be the transactions whose security level is either lower than or equal to Tj.

**Definition 3:** A conflict transaction set of a transaction Tj, denoted as C-set(Tj), consists of the transactions that enter an invisible area of Tj due to conflicts with Tj. Suppose Ti is submitted to the scheduler with its read and write sets. If R-set(Tj) ∩ W-set(Ti) is not empty, then Ti ∈ C-set(Tj).

**Definition 4:** To a version created by Ti during the invisible area of Tj, the transaction identifier (TID) of Ti is attached. When Tj terminates, the TID of Ti is detached from that version. They used the term “t-lock” for the attachment and detachment of a TID to and from a version created during an invisible area of some transaction. That is, setting (or releasing) a t-lock to (or from) a version means that a TID that creates that version is attached to (or detached from) that version. Note that a t-lock is actually a version-creator indicator, and it itself is the TID. When Ti enters an invisible area of Tj, its TID is contained in the C-set(Tj), of the blocked transaction Tj. Therefore, versions with t-locks must be invisible to Tj if C-set(Tj) contains those t-locks, i.e., TIDs.

The algorithm was made up of six steps:

**Step 1** The scheduler receives R-set(Ti) and W-set(Ti), when Ti is submitted.

**Step 2** When there is no transaction in execution, the scheduler executes Ti. When Ti commits, the scheduler performs Step 6.

**Step 3** When there is a transaction Tj that is currently in execution, the scheduler has three cases according to the security levels of engaging transactions:
- Case 1: L(Ti) > L(Tj). Step 4 is performed.
- Case 2: L(Ti) = L(Tj). Step 5 is performed.
- Case 3: L(Ti) < L(Tj). If R-set(Tj) ∩ W-set(Ti) ≠ ∅, then the scheduler blocks Tj and lets Ti enter an invisible area of Tj for the whole duration of Ti’s execution. The scheduler executes the operations of Ti immediately such that a covert channel should not be created. When Ti commits, Step 6 is performed.

**Step 4:** Since a low transaction Tj has been running, the scheduler makes the high transaction Ti wait until Tj terminates. When Tj commits, the scheduler performs Step 6.

**Step 5:** Because they are in the same security level, the scheduler executes them concurrently. If R-set(Tj) ∩ W-set(Ti) ≠ ∅, then while Tj is running, the scheduler lets Ti enter an invisible area of Tj only for the duration of creating new versions of conflicted data objects. When each of Ti and Tj commits, Step 6 is performed.

**Step 6:** When Ti is the only transaction executed at Step 2, the scheduler waits for other transactions to be submitted. Otherwise, the scheduler selects and executes those transactions, say Tk, whose security levels are the lowest among the blocked transactions, along with new transactions in the same security level as Tk submitted while Tk has been blocked. Those t-locks set on the new versions created in the invisible areas of Tk must not be released until Tk commits. When Tk terminates, the scheduler releases all the t-locks by obtaining information from C-set(Tk). The old versions are discarded at this point, if they are not accessed by any other transaction.

The algorithm’s primary problems are decreased concurrency, transaction blocking, and the probability of starvation.

### 5.2. ESMVCC: The Proposed Algorithm

Here, the condition for adding a transaction to the conflict transaction set C-set(Tj) is modified, a counter is attached with every transaction to count how many times the transaction has been already blocked. If it is blocked less than 5 times then it can be blocked and let the new transaction to execute in an invisible area. The transaction will, then, be executed when this counter crosses the maximum limit and the lower transactions will have to wait.

This modification improves concurrency and decreases the blocking time of high level transactions which leads to the improvement of the transactions’ response time.
**Example I**: Suppose that Tj is executing when Ti is submitted and L(Ti) < L(Tj). As at the time of arrival of Ti condition (i) is not satisfied, Ti is added into C-setTj. Both Tj and Ti execute concurrently and Tj reads y1 written by Ti.

<table>
<thead>
<tr>
<th>Time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tj</td>
<td>r[x0]</td>
<td></td>
<td></td>
<td></td>
<td>r[y1]</td>
<td>w[z1]</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td></td>
<td>r[x0]</td>
<td>r[y0]</td>
<td>w[y1]</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The following is a modified version of the algorithm given in [32]:

**Algorithm**

**Step 1**: The scheduler receives R-setTi and W-setTi when Ti is submitted.

**Step 2**: When there is no transaction in execution, the scheduler executes Ti. When Ti commits, go to Step 6.

**Step 3**: When there is a transaction Tj that is currently in execution, the scheduler has three cases according to the security levels of engaging transactions:

- **Case 1**: L(Ti) > L(Tj). Go to Step 4.
- **Case 2**: L(Ti) = L(Tj). Go to Step 5.
- **Case 3**: L(Ti) < L(Tj). If R-setTj ∩ W-setTi ≠ φ, then if Bcounter(Tj) < 5 then the scheduler blocks Tj and let Ti enter an invisible area of Tj for the whole duration of Ti’s execution. Bcounter(Tj)++. The scheduler executes the operations of Ti immediately such that a covert channel should not be created. When Ti commits, Step 6 is performed.

**Step 4**: Since a low transaction Tj has been running, the scheduler makes the high transaction Ti wait until Tj terminates. When Tj commits, go to Step 6.

**Step 5**: Because both transactions are in the same security level, the scheduler executes them concurrently if R-setTj ∩ W-setTi ≠ φ. However if (i) is satisfied the new version created by Ti are t-locked and not visible to Tj. When each of Ti and Tj commits, go to Step 6.

**Step 6**: When T is the only transaction executed at Step 2, the scheduler waits for other transactions to be submitted. Otherwise, the scheduler selects and executes those transactions, say Tk, whose security levels are the lowest among the blocked transactions, along with new transactions in the same security level as Tk submitted while Tk has been blocked. Those t-locks set on the new versions created in the invisible areas of Tk must not be released until Tk commits. When Tk terminates, the scheduler releases all the t-locks by obtaining information from C-setTk. And the old versions are discarded at this point, if they are not accessed by any other transaction.

### 6. Performance Evaluation

Simulation is used to evaluate the performance of the proposed secure concurrency control algorithm and SMVCC [7] at two levels of security (high and low). The workload and system model used in our simulations, as well as the metrics used to access the performance of secure concurrency control algorithms, are described in this section. Then the results are described.

The system in this model consists of a shared-memory multiprocessor DBMS operation on disk-resident data. The database is represented as a collection of pages that are evenly distributed across all disks. A Poisson stream generates transactions, and each transaction has a security clearance level connected with it. A transaction consists of a sequence of page read and write operations. A read access begins with a concurrency control request to get access permission, then a disc I/O to read the page, and then a period of CPU use to process the page. Except for disc I/O, which is delayed until the transaction commits, write requests are handled similarly. I will assume the DBS has enough buffer space to save updates until commit time. When a transaction is resumed due to a data conflict, it uses the same data access pattern as before. The workload generation process and the hardware resource configuration are described in the next two subsections.
6.1. Workload Model

The workload model categorizes transactions based on their level of security clearance and data access. The key parameters of the workload model are summarized in Table 1. The RoArri parameter determines the transaction arrival rate. Any of the LClear security clearance levels is as likely to apply to a transaction.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RoArri</td>
<td>Rate of the transaction arrival</td>
<td>Varies (0-100)</td>
</tr>
<tr>
<td>LClear</td>
<td>Number of clearance Levels</td>
<td>2</td>
</tr>
<tr>
<td>STrans</td>
<td>Size of average transaction</td>
<td>10</td>
</tr>
<tr>
<td>PWrite</td>
<td>Write probability</td>
<td>30</td>
</tr>
</tbody>
</table>

A normal distribution with mean STrans determines the number of pages that are accessed by a transaction, while the actual pages to be accessed are determined uniformly from the database. Every transaction is able to only access data from a specific part of the database for security reasons. The database is divided into ClassLevels security classification levels in an even distribution. Bell-LaPadula standards are carefully followed when granting transaction access to data pages. A transaction, in other words, cannot read pages categorized higher than its clearance level. Furthermore, a transaction is not allowed to write to pages with security classifications lower than or higher than its own clearance level. The chance that a transaction operation is a write is determined by the PWrite parameter.

6.2. System Model

Multiple CPUs and disks are used in the database system. The CPUs share a single queue, but the disk each have their own queue.

The system's resource parameters are shown in Table 2. The DBSize parameter specifies the database's number of pages. The Pr.No and Dsk.No parameters define the number of hard disks, respectively, whereas the Cpu.PT and Dsk.PT parameters represent the CPU and disc processing times per data page. The number of classification levels in the system is specified by the L.class parameter.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBSize</td>
<td>Number of pages in the database</td>
<td>500</td>
</tr>
<tr>
<td>Pr.No</td>
<td>Number of processors</td>
<td>2</td>
</tr>
<tr>
<td>Dsk.No</td>
<td>Number of disks</td>
<td>4</td>
</tr>
<tr>
<td>Cpu.PT</td>
<td>CPU time for processing a data page</td>
<td>12ms</td>
</tr>
<tr>
<td>Dsk.PT</td>
<td>Disk service time for a page</td>
<td>35ms</td>
</tr>
<tr>
<td>L.class</td>
<td>Number of classification levels in the system</td>
<td>2</td>
</tr>
</tbody>
</table>

6.3. Performance Metrics

The average response times of transactions at each security level for different arrival rates are the key performance metric used in this simulation experiments. The transaction's response time is the time from the beginning of a transaction to its commitment, regardless of how many times it has been aborted and resumed.
6.4. Results and Discussion

We simulated the proposed algorithm using C#. A database was created using MSSQL. The simulation is run with the same parameters for six different random number seeds in each experiment. At least 2,000 transactions of each security level has committed for each simulation run terminated. The figures represent the average of four runs. The confidence intervals for all of the results in this paper are 95 percent. The workload and system parameter settings in the simulation experiments are set so that there is significant data and resource contention in the system, which helps to bring out the differences. Tables 1 and 2 show the parameter settings used in the experiments.
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**Figure 3 Overall Average response times**
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**Figure 4 Pre-Security level Response Time**

For different arrival rates, the overall response times of proposed (ESMVCC) and SMVCC [7] protocols are measured in Figure 3.

The difference in response times of both concurrency control protocols is less at low arrival rates, as seen in this figure. This is due to low contention levels, with the majority of time spent on disk and CPU access instead of resource queues, lock queues, or transaction aborts. As the arrival rates increase, the impact of these factors goes up as well, and performance differs depending on how much they increase in each concurrency control protocol. As the rate of arrival increases, the contention level for data items increases and the difference in response times of both protocols is increases. However, the response time of ESMVCC protocol is always less than SMVCC protocol. This is due to the fact that in the SMVCC protocol, more high security level transactions are blocked in order to give low security level transactions a higher priority than in the proposed algorithm.

Response times at each security level for various arrival rates can be used to evaluate the fairness of both systems. Figure 4 shows the resulting graph. The proposed algorithm has a low performance margin at both security levels (high and low), indicating a better measure of fairness than SMVCC.

7. Conclusion

Despite efforts by researchers to make traditional concurrency control protocols more secure, existing protocols suffer from starvation of high security level transactions. Here, a new secure multiversion concurrency control protocol is proposed and evaluated in this paper.
Comparing the proposed concurrency control algorithm to the SMVCC concurrency control protocol, these experiments show that the proposed algorithm performs better in terms of overall average response time. Furthermore, among secure concurrency control protocols, ESMVCC provides the lowest overall average transaction response time and the best level of fairness.
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