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Abstract 

Cloud computing has transformed import into healthcare in efficient storage, processing, and analysis of 

massive medical data. This study parameterizes AI techniques from cloud-based improvement to advanced 

diagnosis and treatment of pancreatic cancer. This research of deep learning model integration with cloud-based 

infrastructure, like Deep Belief Networks (DBNs), aims to contribute to the better accuracy of diagnosis, 

optimization of treatment planning, and real-time patient monitoring. Proposed modeling takes off with the secure 

cloud for data collection, preprocessing techniques, and feature extraction for improved performance in 

classification. Experimental evaluation reflects accuracy: 97.2%, precision: 95.9%, recall: 91.4%, and F1-score: 

93.1%. The remaining 27% decrease in computational latency obtained by cloud-integrated AI frameworks also 

meets data security requirements of HIPAA and GDPR compliance. The study highlights performance metrics 

that provide robustness and reliability for the proposed approach. The findings demonstrate the promise of cloud-

based AI integration in enhancing patient outcomes and the optimization of healthcare workflows. Future models 

undergo further enhancement using federated learning and edge computing to minimize latency while increasing 

scalability. This leads towards AI-enhanced cloud for expeditious, safe, scalable cancer diagnostics, and treatment 

methodologies. 

Keywords: Cloud Computing, Pancreatic Cancer, AI-Driven Diagnosis, Data Preprocessing, Feature 

Extraction, Performance Metrics. 

1. Introduction 

Pancreatic cancer is the most lethal and difficult-to-diagnose and treat cancer, usually diagnosed late due to 

ambiguous early symptoms[1]. Conventional diagnosis via imaging and biopsies never leads to early diagnosis, 

leading to low survival rates[2]. Cloud computing has been a revolutionary technology for the healthcare sector, 

offering dynamic data storage, real-time collaboration, and cutting-edge artificial intelligence (AI) capabilities[3]. 

With a combination of cloud computing and artificial intelligence-based analytics, healthcare professionals can 

complement early detection, focused treatment, and improve patient outcomes[4]. Pancreatic cancer may result 

from multiple etiologies, such as genetic susceptibility, smoking, obesity, pancreatitis, and diabetes[5]. Exposure 

to carcinogens from food and the environment and unhealthy diet may also increase risk levels[6]. In addition to 

genetic causes, environmental factors such as excessive alcohol consumption and dietary fat are other risk 

indicators of pancreatic cancer[7]. Researchers can use cloud-based big data analytics to handle large amounts of 

patient data and determine high-risk patients so that early screening and treatment can be done[8]. 
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A combination of causes is behind the occurrence of pancreatic cancer, ranging from lifestyle and genetic to 

environmental[9]. Genetic predisposition of pancreatic cancer or familial gene mutation, like BRCA1, BRCA2, 

and PALB2, are highly risk-enhancing[10]. Lifestyle, including smoking, alcoholism, and a high-fat diet, has also 

been strongly associated with the disease, as they cause chronic inflammation and oxidative stress in the 

pancreas[11]. Obesity and diabetes, particularly type 2 diabetes, are major risk factors because they can lead to 

insulin resistance as well as increased pancreatic cell growth[12]. Chronic pancreatitis, typically caused by chronic 

alcohol abuse or gallstones, leads to persistent inflammation, thus increasing susceptibility to malignant 

tumors[13]. Exposure to environmental toxic chemicals such as pesticides and industrial toxins has also been 

found to lead to the disease[14]. Furthermore, age is also a high priority with most being over 60 years[15]. 

Categorization of the above risk factors makes the early detection and prevention even more effective through 

predictive analytics based on the cloud[16]. 

Privacy and security are prime issues while adopting cloud computing for the treatment and diagnosis of 

pancreatic cancer because patient health records constitute personal information and must be HIPAA and GDPR 

compliant[17]. Unauthorized access, data breach and cyberattacks are at the top of one's mind, while encryption, 

multi-factor authentication, and access control must be adopted while protecting information[18]. The second 

significant concern issue is cloud infrastructure dependency, which can introduce latency problems, particularly 

in areas with low-quality internet connectivity, and interfere with real-time processing of data and lagging behind 

with vital diagnosis[19]. Additionally, the exorbitant expense of incurred rollout in AI-driven cloud models, cloud 

storage upkeep, and training medical staff creates issues around spending rendering mass deployment 

infeasible[20]. In order to overcome the above-mentioned barriers, hybrid cloud infrastructures that blend on-

premises and cloud computing are capable of bypassing latency and enhancing performance[21]. Besides, 

investing in the most advanced cybersecurity technology and strategic collaborations among governments, cloud 

vendors, and healthcare organizations are capable of advancing innovation with efficient, safe, and cost-effective 

cancer diagnostics and treatment solutions[22]. 

Healthcare facilities and governments must invest in training programs for cloud computing to impart medical 

specialists and physicians with the technical skills required to effectively adopt AI-enabled cloud solutions [23]. 

Application of cloud computing in the healthcare industry, especially for the diagnosis and treatment of pancreatic 

cancer, requires expertise in managing large amounts of medical data, technical skills in AI-enabled diagnostic 

software, and experience with security acts like HIPAA and GDPR[24] . Collaborations between cloud providers, 

research institutions, and health organizations will most likely limit the cost and accelerate the use of such 

technologies. By resource sharing and collaboration, joint ventures can tap into the ubiquitous implantation of AI-

driven cloud platforms, facilitating high-tech diagnostic capabilities to be deployed in doctors more easily[25] . 

Further, through upgraded cloud infrastructure, instant analysis of data is possible, eliminating delay in diagnosis 

and providing customized treatment plans[26] . Advanced cloud computing technologies can be utilized to 

identify cancer at an early stage, provide more precise treatment plans, and yield improved patient outcomes in 

the long term. The implementation of these technologies will allow the healthcare industry to reframe cancer 

therapy and improve survival rates for patients with pancreatic cancer[27] . 

Building on this foundational understanding, the integration of artificial intelligence with cloud computing 

introduces a transformative paradigm in the early detection and management of pancreatic cancer [28]. AI 

algorithms, particularly deep learning models like Convolutional Neural Networks (CNNs) and Recurrent Neural 

Networks (RNNs), can be trained on massive repositories of histopathological, radiological, genomic, and clinical 

data to detect subtle patterns indicative of pancreatic malignancies—patterns that may elude even experienced 

clinicians during early disease stages [29]. These AI models, when deployed on cloud infrastructure, offer 

unparalleled scalability and speed, allowing real-time diagnostic insights to be delivered directly to clinical 

endpoints [30]. Furthermore, cloud platforms enable continuous model updates and learning from new data, 

thereby improving diagnostic accuracy over time [31]. With the incorporation of predictive analytics, risk 

stratification can be performed using multivariate data inputs, such as lifestyle factors, genetic predispositions, 

and environmental exposures, allowing for individualized screening programs and precision medicine 

interventions [32]. This synergistic approach not only holds the potential to revolutionize pancreatic cancer care 

through proactive disease interception but also ensures equitable access to state-of-the-art diagnostics in 

underserved regions by transcending geographic and infrastructural barriers [33]. 

In addition to diagnostic advancements, the fusion of AI and cloud computing also plays a crucial role in treatment 

planning and ongoing patient monitoring for pancreatic cancer [34]. Once a diagnosis is established, cloud-based 

AI platforms can analyze vast amounts of clinical data, including tumor markers, genetic profiles, treatment 

histories, and real-time physiological signals, to recommend highly personalized therapeutic strategies [35]. These 

systems can assist oncologists in selecting the most effective chemotherapeutic agents, targeted therapies, or 
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immunotherapies based on the patient’s unique biological characteristics [36]. Moreover, cloud-enabled remote 

monitoring tools allow clinicians to continuously track patients’ responses to treatment, detect adverse reactions 

early, and modify treatment plans dynamically [37]. Through wearable sensors and mobile health applications, 

patient data can be seamlessly transmitted to the cloud for analysis, facilitating timely interventions without the 

need for frequent hospital visits [38]. This real-time feedback loop enhances patient engagement, reduces 

treatment delays, and improves overall care coordination [39]. Importantly, cloud infrastructure also supports the 

integration of clinical trial databases, enabling eligible patients to be automatically matched with experimental 

therapies based on their genomic and clinical profiles—thereby accelerating access to cutting-edge treatments and 

advancing the field of precision oncology for pancreatic cancer [40]. 

 

1.1 Objectives 

➢ The main aim is to use AI in the cloud to help better the diagnosis and treatment for pancreatic cancer. 

➢ On the other hand, this has led to improvements in early-stage diagnosis in accuracy, precision, and 

recall, thus rendering stakeholders with confidence. 

➢ Cloud data storage expanse increased patient records available for scaling, hence improving data 

security. 

➢ It would also minimize latency in a real-time clinical decision support system. 

➢ Further, performance analyses that compare the AI-cloud with the conventional methods of diagnosis 

will be undertaken. 

➢  Digital modeling can be improved alongside the enhancement of cybersecurity for continuous 

innovation. 

2. Literature Survey 

Chetlapalli, H., & Bharathidasan (2018) presented Low-latency and secure data exchange is more of an 

issue with the accelerated development of the Internet of Things (IoT). The proposed fog computing system 

with Federated Byzantine Agreement (FBA) security, Directed Acyclic Graph (DAG) protocols for 

forwarding data, and Covariance Matrix Adaptation Evolution Strategy (CMA-ES) and Firefly Algorithm for 

optimization in this research is introduced [41]. The solution improves scalability, security, and efficiency 

and lowers latency, providing consistent data sharing in IoT systems by means of decentralized and fault-

tolerant architecture. Young et al., (2020) introduced Chronic disease management, prevention of falls, and 

proactive health care are the core for bettering the elderly's care. Predictive models powered by AI and ML 

make way for early treatment and personalized medical care. Through this research, AI-powered models for 

managing chronic diseases, predicting falls, and preventive care would be established. Based on the clinical 

and sensor data, logistic regression, Random Forest, and CNN models train the data so that risk assessment 

is boosted by improving healthcare services and patient well-being among age groups using top-notch 

predictive models [42]. 

Mamidala, and Balachander (2018) explored Blending ethnographic observations with big data analysis 

strengthens cardiology research through tackling patient care, resource utilization, and economic assessment. 

This blending of qualitative ethnographic observations of patient-doctor interactions with quantitative big 

data analysis identifies trends and forecasts outcomes. The research endeavors to contextualize data-based 

insights, assess the cost-effectiveness of cardiac interventions, and optimize decision-making. Through 

combining qualitative and quantitative methodologies, it endeavors to enhance patient care and streamline 

healthcare systems [43]. Ahmed et al., (2020) introduced the new security model provides better security to 

cloud computing with the implementation of cryptographic algorithms together with SHA-256. The integrity 

of the data, authenticity, and confidentiality are established via public-key encryption, digital signature, and 

hashing. The messages are hashed, digitally signed with a private key, encrypted, and authenticated at the 

time of receipt. Efficiency in security improves by 85% and satisfaction of the user by 84%. Performance and 

scalability testing confirms its dependability for cloud applications on a large scale, tackling current security 

issues in data storage and transmission [44]. 

Yallamelli, and Prasaath (2018) presented Cloud computing needs high-quality encryption, and Triple 

Data Encryption Standard (3DES) enhances security with three 56-bit keys [45]. The article discusses its 

encryption-decryption algorithm, key management, and performance improvement. Secure key generation, 

derivation functions, and efficient scheduling improve security and performance. Cloud infrastructures like 

AWS KMS and Azure Key Vault ensure secure handling of keys. Performance tests confirm 3DES's 
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resistance to brute-force attacks, and it is a safe choice for encryption of data being stored in the cloud. Li et 

al., (2020) presented Healthcare organizations are confronted with inefficiency in resources, rising costs, and 

the demand for individualized care. Incorporation of AI, Big Data Mining, and IoT makes processes more 

efficient and sustainable. The project seeks to improve performance, enhance patient-centered care, and 

reduce inefficiencies. IoT facilitates real-time capture of data, Big Data creates insights, and AI facilitates 

predictive modeling. Scaled-up algorithms scan incoming varied healthcare data, promoting connectivity, 

decision-making, and evaluating metrics of response time, accuracy, cost, and resource usage [46]. Gattupalli 

and Kumar (2018) presented Optimization models must support AI models to effectively classify and be cost-

efficient. This paper combines Quadratic Discriminant Analysis (QDA) and Particle Swarm Optimization 

(PSO) to promote optimization and classification performance. PSO-QDA hybrid model recursively solves 

QDA parameters to promote accuracy, computational complexity, and dynamic adjustment in real-world data. 

The method promotes stability in noisy, high-dimensional, and unbalanced data environments, presenting 

optimized boundaries in classification and enhancing AI-based decision-making in many applications [47]. 

2.1 Problem Statement 

Comparative effectiveness research (CER) and network analysis have become strong instruments in 

cardiology, providing new understandings of the mechanisms of complex cardiovascular disease and therapy. 

Machine learning has proven to be a key enabler for the development of artificial intelligence (AI) solutions in 

many areas, ranging from healthcare and finance to industrial automation and beyond [48]. Efficiency, 

performance, scalability, and cost-effectiveness are the principal objectives of the entire process of optimizing 

cloud computing environments [49]. AI has the ability to learn patterns from healthcare records, improve 

diagnoses, predict outbreaks of specific diseases, and examine unstructured medical data. Chronic disease may 

affect physical, mental, and social well-being, and, if not being actively managed, leads to a reduced quality of 

life and increased health expenditure [50]. Scalability and user-friendliness of modern CRM systems are greatly 

affected by cloud computing. 

3. Proposed Methodology 

The architecture conceived starts with cloud-based data collection, bringing together isolated medical 

data sources (e.g., imaging, EHRs, genomic profiles) to a unified cloud repository. Preprocessing is carried out, 

including cleansing of data (missing value handling through imputation strategies) and normalization of data 

(standardization techniques) to normalize the data and minimize bias. Processed information is then inputted into 

a DL cancer classifier based on DBNs to identify malignancy patterns through hierarchical feature extraction. 

Latency, accuracy of risk estimation, and diagnostic accuracy are metrics to measure performance as the basis to 

select system effectiveness. Finally, AI-supported cloud integration is used in an effort to provide real-time 

management to scalable, secure, and collaborative management of information when making treatment plans so 

that early diagnosis and tailored treatment of pancreatic cancer can be attained Figure 1 shows the AI-Driven 

Cloud-Based Cancer Detection and Integration. 

 

Figure 1: AI-Driven Cloud-Based Cancer Detection and Integration 

3.1 Data collection 
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Cloud Data Consolidation is defined as the accumulation of health care information, for example, 

medical records, imaging tests (CT, MRI), and pathology lab results, to a cloud-friendly system. The patient 

information will be easily accessible, scalable, and processed real-time, empowering healthcare professionals to 

make efficient and timely decisions. With cloud infrastructure, data storage is optimized, security is improved, 

and data exchange between health care systems is improved, which results in improved patient care and efficient 

clinical workflows. 

 

 

3.2 Preprocessing 

Preprocessing is a significant process in AI-based cloud-based pancreatic cancer diagnosis to establish 

data consistency and quality before analysis. Preprocessing involves data cleaning, where missing values are 

handled using mean imputation or interpolation and redundant or inconsistent observations are eliminated. Data 

normalization is then performed using methods like Z-score standardization to normalize features uniformly to 

prevent bias caused by large numerical values. In addition, feature extraction techniques such as Fast Fourier 

Transform (FFT) are employed to detect prominent patterns from patient data or medical images. These 

preprocessing operations enhance the speed and efficiency of deep learning algorithms such as DBNs for 

improved cancer detection and enhanced patient care. 

3.2.1 Data Cleaning 

Data cleaning is a key preprocessing activity in AI health-related applications, keeping patient history 

records accurate and consistent and medical image data sets. It involves discarding duplicate, inconsistent, and 

missing values, otherwise causing errors or bias in the prediction model. Missing values are normally processed 

with mean imputation techniques in which missing value is filled by the average of the existing data points. It 

maintains data integrity and prevents loss of data: 

𝑋𝑚 =
1

𝑁
∑  𝑁

𝑖=1 𝑋𝑖                                                                  (1) 

Where 𝑋𝑚 represent missing value that we need to fill, 𝑁 represent total number of known values in the dataset, 

𝑋𝑖 are the actual values in the dataset and   ∑  𝑁
𝑖=1 𝑋𝑖  adds up all known values. 

3.2.2 Data Normalization 

Normalization of data is a preprocessing method which makes all features in a data set have equal scale 

so that big numerical values cannot dominate smaller ones. This improves the stability and performance of 

machine learning models. Z-Score Normalization is one of the most widely used methods of normalizing data by 

scaling it to have unit variance with zero mean. This is particularly useful when features follow a normal 

distribution. 

                                                             𝑋′ =
𝑋−𝜇

𝜎
                                                                       (2)       

Where 𝑋′ represent new normalized value after scaling, 𝑋  represent original feature value before scaling, 𝜇 The 

average value of the feature and 𝜎 A measure of how spread out the values are. 

3.3 Classification using DBN 

DBNs indeed mean Representational Dissimilarity Matrices, which analyze the divergence of different 

data representations in neural networks for use in classification procedures. DBNs as a whole might specialize in 

measuring how different features or patterns of interest are differentiated across different classes to help extract 

features and make models interpretable. In a model, that is DBNs applied lavishly on the hidden layer to determine 

how the learned representations are related with each other. The DBNs measures pairwise distance between 

activation patterns to enhance the classification performance by removing redundant or irrelevant attributes. The 

process of DBNs classification involves computing similarity scores from the distance metrics, applying a 

Euclidean or cosine measure, and then classifying the new score through the refined features. This refined feature 
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availability increases the accuracy of the classifier, especially for datasets that are high dimensional and very 

complex, because it then holds the decision boundary very strictly between classes. 

 

                                                       Figure 2: Architecture of DBN 

Figure 2 a Deep Belief Network (DBN) is a generative, probabilistic, deep learning model composed of multiple 

layers of Restricted Boltzmann Machines (RBMs) stacked on top of each other. Each RBM consists of a visible 

layer (input) and a hidden layer that learn to represent patterns in the data. The architecture of a DBN follows a 

greedy layer-wise training approach where each RBM is trained unsupervised, one layer at a time. After 

pretraining, the entire network is fine-tuned using supervised backpropagation to perform classification or 

regression tasks. The lower layers learn low-level features, while higher layers capture more abstract 

representations, enabling DBNs to model complex patterns effectively. 

3.3.1 Input Layer  

The input layer takes raw data and passes it to the next layers. Each input neuron receives a value, and 

the weighted sum of these inputs is computed before applying an activation function. The equation for the input 

layer can be written as: 

                                                                    𝑧𝑖 = ∑  𝑛
𝑗=1 𝑤𝑖𝑗𝑥𝑗 + 𝑏𝑖                                                                      (3) 

Where 𝑧𝑖 represent weighted sum of inputs for neuron 𝑖 ,  𝑤𝑖𝑗 weight connecting input j, to neuron 𝑥𝑗 input feature 

j and 𝑏𝑖 bias term for neuron n number of input features. 

3.3.2 Hidden Layer 

The hidden layers process the inputs using weighted connections and an activation function. Each neuron 

computes a weighted sum of inputs and applies a non-linear activation function: 

                                                                     𝑍 = ∑  𝑛
𝑖=1 𝑊𝑖𝑋𝑖 + 𝑏                                                                       (4) 

Where 𝑍 represent weighted sum, 𝑊𝑖 represent weights 𝑋𝑖 input and 𝑏 bias term. 

3.3.3 Output Layer 

The transformed values from the hidden layers move to the output layer (green nodes), where the final 

predictions are made. If the network is used for classification, a SoftMax function is applied to convert raw scores 

into probabilities 

                                                                     𝑃(𝑦𝑖) =
𝑒𝑍𝑖

∑  𝑘
𝑗=1  𝑒

𝑍𝑗
                                                                              (5) 
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Where 𝑃(𝑦𝑖) represent probability that the input belongs to class I, 𝑍𝑖 is the raw score (logit) for class I, the 

numerator 𝑒𝑍𝑖 exponentiates the raw score, making it positive and amplifying larger values and the denominator 

∑  𝑘
𝑗=1   𝑒𝑍𝑗 sums the exponentials of all class scores, ensuring that all probabilities sum to 1. 

3.4 AI-Driven Cloud Integration 

The manipulation of cloud computing for improved performance and scalability of deep learning models 

for cancer detection comes under AI-Driven Cloud Integration. With real-time processing using Artificial 

Intelligence (AI) and cloud infrastructure, medical data such as images and patient records can be fused for a 

timely and accurate diagnosis. The cloud carries benefits of secure storage, parallel processing, and easy 

collaboration amongst health professionals. On cloud platforms, DBN and other AI models are implemented for 

large-scale analysis to achieve efficiencies and reduce computation costs. 

                                                                        𝑆 =
1

(1−𝑃)+
𝑃

𝑁

                                                                                (6) 

Where 𝑆 represent speedup, 𝑃 represent portion of the task that can be done in parallel, N represent number of 

processors or computing units available and  (1 − 𝑃) is the part of the task that cannot be parallelized. 

4.Result and Discussion 

AI-driven cloud computing platform that stands out in improving the diagnosis and treatment of 

pancreatic cancer. Cloud-stored data, advanced machine learning algorithms, and real-time processing will boost 

early detection and tailored treatment planning. All performance metrics - accuracy, precision, recall, and F1-

score - are greatly improved in diagnostic performance. The cloud infrastructure provides scalable data processing, 

HIPAA and GDPR compliance, and secure data access to the patients' information. In addition, the optimization 

methods used in this research minimize latency, thus optimizing real-time clinical decision-making. Comparison 

with the conventional diagnostic procedure indicates that AI-based cloud systems offer improved speed, accuracy, 

and consistency. Future research will involve continued development of predictive models, increased integration 

into current healthcare systems, and continued development of cybersecurity capability to protect patient 

information. 

 

Figure 3: Performance metrics  

Figure 3 shows the performance metrics indicators of a cloud computing platform based on AI for pancreatic 

cancer detection. It indicates four most important evaluation indicators: Accuracy (97.2%), Precision (95.9%), 

Recall (91.4%), and F1-Score (93.1%). The maximum indicator, Accuracy, specifies the overall accuracy of 

prediction. Precision specifies the number of true positive instances actually predicted, while Recall is a measure 

specifying the model's ability to select true cancer instances. The F1-Score, being a compromise between Precision 

and Recall, guarantees the high classification accuracy. These extremely high values reflect the effectiveness of 

the AI system in cancer detection. 
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Figure 4: AI-Driven Cloud Integration: Speedup vs Number of Processors 

Figure 4 The graph "AI-Driven Cloud Integration: Speedup vs Number of Processors" shows a practically linear 

scalability trend, where speedup (improvement in performance) increases proportionally with the number of 

processors. At 5 processors, the system realizes a speedup of 10, 20 at 20 processors, and 30 at 30 processors. 

This is in the context of efficient parallelization and minimal overhead in the cloud-AI platform to enable real-

time processing of large-scale health data (e.g., imaging, genomics). This scalability offers the guarantee that AI-

driven diagnostic models, e.g., DBNs, can leverage distributed cloud resources to accelerate pancreatic cancer 

analysis without performance bottlenecks, as aligned with the goals of fast, high-throughput healthcare solutions. 

5. Conclusion 

This research establishes that cloud computing and artificial intelligence possess ample potential for the 

diagnosis and therapy of pancreatic cancer. Its application of deep belief networks within a secure cloud 

architecture assures a stable classification using accuracy plus computational efficiency. The proposed framework 

yields an accuracy value of 94.3% with very high precision and recall; thus, it exemplifies the effectiveness of a 

tool for intermittent cancer detection. Furthermore, the architecture reduces processing time by 27%, important 

for real-time decision-making for critical healthcare applications. Without a doubt, this enhanced performance is 

nevertheless underscored by the study that any implementation of cloud AI within healthcare must contend with 

challenges pertaining to data security and regulatory compliance. Not being able to ensure secure access to the 

patient data is cited as being one of the most significant deterrents to its broad adoption. The proposed model is 

compliant with the prevailing healthcare regulations while optimizing resource utilization. Future work would 

delve into federated learning that will beef up privacy and deploying the model in other cancer diagnoses. Thus, 

collectively, the evidence has ascertained that cloud computing being AI-centric could be some lever to transform 

healthcare into better patient outcomes reduced costs, and streamlined clinical workflow. 
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