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Abstract: Automatically finding domain specific key terms from a given set of research paper is a challenging
task and research papers to a particular area of research is a concern for many people including students,
professors and researchers. A domain classification of papers facilitates that search process. That is, having a
list of domains in a research field, we try to find out to which domain(s) a given paper is more related. Besides,
processing the whole paper to read take a long time. In this paper, using domain knowledge requires much
human effort, e.g., manually composing a set of labeling a large corpus. In particular, we use the abstract and
keyword in research paper as the seeing terms to identify similar terms from a domain corpus which are then
filtered by checking their appearance in the research papers. Experiments show the TF —IDF measure and the
classification step make this method more precisely to domains. The results show that our approach can extract
the terms effectively, while being domain independent.

Keywords - Text Mining, Information Extraction, Domain keyword extraction, Term Frequency and Inverse
Document Frequency (TF — IDF)

l. INTRODUCTION

Domain — specific terms are term that have significant meaning (s) in a specific domain [1]. We extract
the term from the research papers. Here a “term” refers to a word or compound words representing a concept of
a specific domain, e.g., in chemistry, “alcohol” is a term that refers to an organic compound in which the
hydroxyl functional group is bound to a saturated carbon atom [2]. Terminology extraction are using rule based
techniques, supervised learning techniques or a combination of these two types of techniques all of which rely
on some domain knowledge. Acquiring such domain knowledge requires much human effort (e.g., manually
labeling a large corpus) [3].

To overcome this approach uses semantic extraction by building knowledge from a large corpus. The
semantic extraction refers to range of processing techniques that identify and extract entities, facts, attributes,
concepts, and events to populate meta- data fields. The purpose of this is to enable the analysis of semi-
structured or unstructured content. Semantic extraction is usually based on three approaches,

1. Rule based: Matching similar to entity extraction, this approach requires the support of one or more
vocabularies.

2. Machine learning: A statistical analysis of the content, that potentially compute intensive application that
can benefit within the document corpus.

3. Hybrid solution: Statistically driven, but enhanced by a vocabulary. This is typically the best approach if the
content set is focused on a specific subject area.

The extracted information also should be machine understandable as well as human understandable in
term of research paper from set of domain corpus [4]. A statistical method is proposed in this paper and it is
based on, 3 steps.

First, extract the abstract and keyword in the collection of research paper using pdfifilter. Second,
terms which are similar to a certain domain occur frequently in research paper. Third, count word introduced
learning to Predict from Text (Weighted Scoring Method). The highly count value is the domain name of
particular research paper. The TF-IDF is introduced, the weighting method of measure the value of domain
corpus. User can easily find out the domain name from research paper as well as to separate folder for each
domain paper to save on your computer. Later users don’t waste the time for searching the research paper. We
can save the time for searching the research paper with domain name.

1. LITERATURE REVIEW

For text mining of domain extraction techniques we have studied few related papers. In this section we
describe the different techniques with different authors which are related to the domain extraction.

In this paper [2] existing terminology extraction approaches are mostly domain dependent. They use
domain specific linguistic rules, supervised machine learning techniques. In particular, we use the title words
and the keywords in research papers as the seeing terms and word2vec to identify similar terms from an open-
domain corpus as the candidate terms, which are the filtered by checking their occurrence in research papers.
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Rakhi Chakraborty, explains [5] it is extremely time consuming and difficult task to extract keyword or
feature manually. So an automated process that extracts keywords or features needs to be established. This paper
proposes a hew domain keyword extraction technique that includes a new weighting method on the base of the
conventional TF - IDF. Term frequency-Inverse document frequency is widely used to express the documents
feature weight, which can’t reflect the division of terms in the document, and then can’t reflect the significance
degree and the difference between categories.

Hospice Houngbo, Robert E. Merer, Method Mention Extraction from Scientific Research Paper,
explains [6] scientific publications contain many references to method terminologies used during scientific
experiments. In this study we report our attempt to automatically extract such method terminologies from
scientific research papers, using rule-based and machine learning techniques. We first used some linguistic
features to extract fine-grained method sentences from a large biomedical corpus and then applied well
established methodologies to extract the method terminologies.

The author of [7] the computational linguistics community and its sub-fields have changed over the
years with respect to their foci, methods used, and domain problems. We extract these characteristics by
matching semantic extraction patterns, learned using bootstrapping, to the dependency trees of sentences in an
article’s abstract.

In this paper [8] the dynamics of a research community can be studied by extracting information from
its publications. Such information cannot be extracted using approaches that assume words are independent of
each other in a document. We use dependency trees, which give rich information about structure of a sentence,
and extract relevant information from them by matching semantic patterns.

I1. DOMAIN KEYWORD EXTRACTION TECHNIQUES
Domain Corpus
In linguistics, a corpus (plural corpora) or text corpus is a large and structured set of texts (howadays usually
electronically stored and processed). They are used to do statistical analysis and hypothesis testing, checking
occurrences or validating linguistic rules within a specific language territory. This paper, uses seven Domain
name with set of large corpus.

SONY.domainExtraction - dbo.corpus
domainname keywords
Cryptography Key Management, Encryption, secret key encryption, public key encryption, RSA, DES, AE...
Metwork Security  Wireless communication, Wireless Sensor Metworks, packets, Time Synchronization, Mult-...
Data Mining Automated, semi-automated technigues, data discovery, DiDrip, Data mining, K-Mean du...
Image Processing  Image processing, Diabetic Retinopathy Retinal images, Biomedical image Processing, exu...

Software Engine... Test Case Generation, UML Activity Diagram, Software Testing, Test Cases, Test Automat. ..

Big Data Big Data, Process, Analysis, Hadoop, Storage, Map Reduce, Cloud Storage, Disaster Reco...
Text Mining Content-based filtering, Clusters, Classification, kMM, Demographic Information, predsion ...
v | ML

Figure 1: Domain Corpus in Research Paper
Figurel shows the list for each domain some number of keywords is manually setting such as Text Mining 51,
Data Mining 66, Cryptography 56, Software Engineering 53, Big Data 57, Network Security 78, and Image
Processing 73.

PDF IFILTER

An IFilter is a plugin that allows Microsoft's search engines to index various file formats (as documents, email
attachments, database records, audio metadata etc.) So that they become searchable. Without an appropriate
IFilter, contents of a file cannot be parsed and indexed by the search engine. An IFilter acts as a plug-in for
extracting full-text and metadata for search engines.

A search engine usually works in two steps: The search engine goes through a designated place, e.g. a file folder
or a database, and indexes all documents or newly modified documents, including the various types documents,
in the background and creates internal data to store indexing result. A user specifies some keywords he would
like to search and the search engine answers the query immediately by looking up the indexing result and
responds to the user with that contains the keywords. During Step 1, the search engine itself doesn't understand
format of a document.
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Therefore, it looks on Windows registry for an appropriate IFilter to extract the data from the document
format, filtering out embedded formatting and any other non-textual data. Figure 2 explain, one full research
paper (paper format pdf) read after using this tool to extract abstract and keywords in research paper.

e Paper_extraction - o Il
Select the Paperto extract |C/\Users\Sheela\Deskiop\DATA\JTRA\3-ARY CLASSIFICATION OF E: [ Read ‘
View resut
Abstract
[Intemational Joumal of Technical Research and Applications e-ISSN. 2320-8163, wwy illra com Volume 1 ~ [Abstract— To enhance Human interaction with machines. the research interest is increasing in the field of Brain Computer Interaction which allows people to
lssue 5 (Nov-Dec 2013). PP. 23-32 23| P a g e 3-ARY CLASSIFICATION OF EXTRACTED POWER comvllunrcala with extemal systems just by their mental activity. Until now the applicability of Brain Computer Interface has been strongly restricted by low bit
SPE(‘TRA OF NON-MOVEMENT-MENTAL-TASK-TYPE EEG SIGNALS USING MODERN AND CLASSICAI transfer rates. slow reaponae timea and long training sessiona for the subject. There is a need to Improve both classffication performance and reduce the need of
ihatia, Shaivi Pandta Jaypee instiute of Information Technology Noida, Litar Pradesh, I ract lsubject training. This paper discusses the effectiveness and accuracy of the proposed novel approach for Classing three Non-Movement. Mental Tasia

fo 5nh \ance Human interaction with machines, the research interest is increasing in the field of Bmm Computer Inamely-Math task, Counting Task and Idie Mental Task through & Wavelet decomposition of EEG Signals and then classifying the selected features of Power
Interaction which allows people to communicate with extemal Iyﬂemsl just by their mental activity. Until now the Spectral and Power spectral Difference using a new classifier system which incorporates Modem as well as Classical Artificial Intelligence. In the Classical Al we
|applicabilty of Brain Computer Interface has been strongly restricted by low bit transfer rates. slow response Ihave used deduction based classffication. for wi we introduced a new concept of Voting among Segmental Componenta of any EEG trial while the modem
times and long training sessions for the subject. There is a need to improve both classfication performance and Al was based on Support Vector Machine (SVM). The key motivation of this paper has been the improvement in the following two stuations - 1) Finding out the
reduce the need of subject training is paper d\l:ullel the effectiveness and accuracy. e proposed novel feature for classffication egmental Samples and 2) Increasing the accurac spect to classfication of actual Samples or Tnals instea

lapproach for Claesifying three Non-Movement-Mental-Taske namely-Math taek, Courting Task and Idle Mental | Segmental Samples. According to the expermental results we have corfimmed the feasibility 01 Iho proposed novel approach by comparing the results with the

lprovious research results

Index Terms

EEG Signals. SVM, Decision Tree, Wavelet Decomposition. Voting, Spectral Power Difference. Modem and Classical Al

o
(cscw 300, Vieual Evoked Poleniial (VEF). Reaponss to Mental Actity. Activiy of Neural Colls (ANC) and
ompiex Neuromechanism. Through varnious een eac)

iwhen performed produces physiological signals that can be classfied and then mapped to control extemal
(devices through the intervention of & computer interface. This paper revalves around the study of the least
lexplored of these Neuromechanismes which is the study of Reloon-n to Mental Activity. To collect these
iphysiological signals produced by the electro-chemical namm of m« commun\cmmn  betwesr neuron. the most
|efficient, relisble and method Is (EEG).
The EEG 1 the summation of slecirical activiios of bilions of nerve cell connections i the bran corx. i 2

response of the same subject and vary for same cognitive response of the same subject ore., setting the
uency of obtained data, extracting and selecting near perfect features from these signals and then
[clasafying them accurately is totally based on the effectiveness of the aigorthm applied and the nature of
lexperiment to be perfomed. Thers has been an extenaive research in the area of Feature Extraction. Feature
Selection and Clasafication of the Selected Featurea. Dan Xiao. Zhengdong Mu and Jiarfeng Hu applied the

the sigr . short term Founier Transform for extraction and then used Fisher
(classiier with 85% aceuracy [26]. Li Ke and Rui Li used Multi-scale filter with diferent varying size of fiter

Figure 2: Extract abstract and Index Terms from research paper TEXT

Similarity Mining

Text Vector must be generated before text similarity calculation between domain corpus and extraction
of research paper. A Chinese corpus converting economy, military, education, culture, and other fields, contains
approximately 100,000 documents [9]. Generating word figure3 sets from research paper such as domain
corpus. The process is relatively simple feature words were extracted from research paper and put in the domain

corpus.

Domain Corpus Extracted Research Paper ((Abstract + Keyword)

[ Intersection Words ]

Figure 3: Intersection of Domain Corpus and Extracted Research Paper

Figure 4, getting the result to calculate the total word for each domain. Total result of particular domain
name in given research paper, t is the maximum number appearance of the word.

t = count (Maximum Number of words appearance in domain corpus for each domain)

Absiract

Abstract UML diagrams present the graphical representation of the system . Model-driven testing not only helps in sarly idertification of faults but also results in
reducing thie testing effort at the later stages of SDLC. This paper intends to idertify and make a crtical review of different techniques for test case generstion
using UML activity diagrams (UAD). System activity diagram is used to depict the different dynamic aspects of the system. UAD not only presents the sequential
or concumrent activities but also presents the conditional and parallel activities. For this literature survey different aspects like test case generation. test
automation, and test case priortization & minimization using UAD has been explored. The analysis of the litersture portrays that extensive literature exists
regarding automation of the testing using varous aspects of activity diagrams. Similardy. test cases priortization has also been explored using the activity
diagrams incorporating manual, automated and semi-automated techniques

Index Terms

est Case Generation, UML Activity Diagram. Software Testing, Test Cases, Test Automation

Domain and its related words from abstract

Cryptography: Data Mining Image Processing Software Engineerin

Figure 4: Count the words appearance in domain corpus for each domain
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Finally, figure 5 explain the maximum number of count in the domain result of one research paper. For
each paper for calculating and get the result for 200 research paper.

The domain Result is Software Engineering
daomain courit filename
L3 1 A Comparative T...
Diata Mining 1 A Comparative T...
Image Processing 1 A Comparative T,
Software Engine. .. 11 A Comparative T...
L

Figure 5: Domain Result

EVALUATION MEASURE
Precision
In the field of information retrieval, precision is the fraction of retrieved documents that are relevantto
the query:
Precision = (relevant items retrieved) / (retrieved items) = P (relevant|retrieved)

Precision takes all retrieved documents into account, but it can also be evaluated at a given cut-off rank,
considering only the topmost results returned by the system. This measure is called precision. For example for a
text search on a set of documents precision is the number of correct results divided by the number of all returned
results. Precision is also used with recall, the percent of all relevant documents that is returned by the search.
The two measures are sometimes used together in the F1 Score (or f-measure) to provide a single measurement
for a system. Note that the meaning and usage of "precision" in the field of information retrieval differs from the
definition of accuracyand precision within other branches of science and technology.

Recall

Recall in information retrieval is the fraction of the documents that are relevant to the query that are

successfully retrieved.

Recall = (relevant items retrieved) / (relevant items) = P(retrieved|relevant)
For example for text search on a set of documents recall is the number of correct results divided by the number
of results that should have been returned. In binary classification, recall is called sensitivity. So it can be looked
at as the probability that a relevant document is retrieved by the query. It is trivial to achieve recall of 100% by
returning all documents in response to any query. Therefore, recall alone is not enough but one needs to measure
the number of non-relevant documents also, for example by computing the precision.
F —Measure
F1 measure is a derived effectiveness measurement. The resultant value is interpreted as a weighted average of
the precision and recall. The best value is 1 and the worst is 0.

F —Measure = 2((precision*recall) / (precision+recall))

TF - IDF
TF: Term Frequency, which measures how frequently a term occurs in a document. Since Tablel, every
document is different in length it is possible that a term would appear much more times in long documents than
shorter ones. Thus, the term frequency is often divided by the document length (the total number of terms in the
document) as a way of classification [10].

TF(t) = (Number of times term t appears in a document) / (Total number of terms in the document)
The domain result is Data mining then value is 1 otherwise 0.
Total number of paper: 200

TF (t) = 40/56 = 0.7142857142
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Where, text mining paper total count is 40 and domain corpus count is 56. The TF calculation number of
times t appear in the document value dividing the total number of terms in the document. Table 1, explain the
number of paper appears in the particular domain and the number of times appears, then the total calculation for
each domain.

Table 1: TF calculation

Domain name Paperl Paper 2 Paper 3 Paper 4 Paper .... Paper Total
200

Data mining 1 0 0 1 1 20

Text mining 0 1 1 1 1 40

Network 1 0 1 1 0 20

security

Cryptography 1 1 0 0 .. 1 35

Software 1 0 1 0 0 25

engineering

Image 1 0 1 1 0 30

processing

Big data 1 1 0 1 1 30

IDF: Inverse Document Frequency, which measures how important ate[rm is. While computing TF, all terms are

considered equally important. However it is known that certain terms, such as "is", "of", and "that", may appear
a lot of times but have little importance. Thus we need to weigh down the frequent terms while scale up the rare
ones, by computing the following [10]:

IDF(t) = log_e(Total number of documents / Number of documents with term t in it)
IDF(t) = log_e (200 / 20)
Total no of paper =200
No of paper occur = 10
Finally,
tf-idf = tf *idf
=0.7142857142 * 10
tf-idf = 7.142857142

Example, Consider a document containing 100 words wherein the word cat appears 3 times. The term frequency
(i.e., tf) for cat is then (3 / 100) = 0.03. Now, assume we have 10 million documents and the word cat appears in
one thousand of these. Then, the inverse document frequency (i.e., idf) is calculated as log(10,000,000 / 1,000) =
4. Thus, the Tf-idf weight is the product of these quantities: 0.03 * 4 =0.12.

Www.jst.org.in 46 | Page



Journal of Science and Technology

V. EXPERIMENTAL RESULT IN DOMAIN EXTRACTION

Step 1: Create Domain Corpus in Word document or notepad

O DATA MINING = Microsoft Word

|
B M T | abocene | Assocen:
- Norn

P

« A_alj

4 /SONV.domainExlradion - dbo.corpus|

domaimname  keywords

DATAMINING:

Adomated. sem-automated techiques,  data Gscovery. DIDfP, Data mining, K-Mesn clusterng
Bactens Foragng, Outlier Detection, Web Mring. Wed Usage Mining. Server Logs, Log Fies,
‘Association Rule Mining. Automatic Speech Recognton, Modsls, Speech Cissses, 30hoc quenss, Dsts
Miing, novel apprcach, Nearest Neighoor Search, Keyword Search, Spatisl Index, stemming. suffix
femorst stemiming, VEnskiuu based stemming, Web Dats Mining, Singis Layer Pescepticn, Supervised
Unsupervsed, Mutisyer Pesception, Back Propagation, Feed Fomward, Recurert, Data Clustering
Rues Assessmert, False rejection rate. false acceptance rate, Content -Based, intebigent Computing
Inteligent Tutoring System, Optiazation, Gocumerts, Scalatitty, Special Power Diference. Moosm and
Cassical A, Sobd Waste Management, Life Cycle Assessment of MSW, Waste-to-Energy, Envircementsl
imgact, Incineration, Gasfication, Heat Recovery, blooms taxcromy, stnt, FET, MMM, Data mining
MAFIA (Macmal Froquant ltemset Aigorth). C4.6 Algorthm, MLP- BP, LM agorthm, Tiagha's lagoon
by, Segmentation, Steets microstructure, hydrogen cartent, MO,

Fage: 1011 | Weeds 117 | B

Cryptography ~ Key Management, Encryption, secret key encryption, public key encryption, RSA, DES, 4E...
Network Security  Wireless communication, Wireless Sensor Networks, packets, Tme Synchronization, Mult-..
Data Mining Automated, semi-automated technigues, data discovery, iDrip, Data mining, K-Mean du..,
Image Processing  Image processing, Diabetic Refinapathy Retingl images, Biomedical image Processing, exu...
Software Engine... Test Case Generation, UML Activity Diaqram, Software Testing, Test Cases, Test Automat,..
Big Data Big Data, Process, Analysis, Hadoa, Storage, Map Reduce, Cloud Storage, Disaster Reco. .

Text Miing Content-ased fitering, Chusters, Classification, kNN, Demagraphic Information, precision ...

m AL

Step 2: Read Research paper(pdf format) using Pdf IFilter Tool

Seleche Papertoexact |C2\Uses\Sheelz\Deskiop\DATAJTRAVA REVIEW ON EFFECT OF pd|

Abstract

Intemational Joumal of Technical Research and Applications e-ISSN: 2320-8163, wwwitra.com Volume 1,
Issue 2 may;une 2013), PP. 05-07 5P a g e A REVIEW ON EFFECT OF PREHEATING AND/OR POST
WELD HEAT TREATMENT (PWHT) ON HARDENED STEEL Som Dutt Shama#, Rati saluja* , K M Moged™
#Mechanical Engineering Department, Integral University, Kursi Road, Lucknow *Mechanical Engineering
Depatment Goel Institute of Engineering and Technology Abstract— Most of the welding of steel is fabrication
and repair welding. Following a welding operation, the cooling and contracting of the weld metal cause stresses
to be set up in the weld and in adjacent parts of the weldment which results to cracking and embrittlement in
steel welds. The best way to minimize above difficulties is to reduce the heating and cooling rate of the parent
metal and HAZ. Pre heating and/or Post heating have been widely employed in welding operation for preventing
icold cracking. This paper presents the effect of preheating and/or PWHT on maximum HAZ hardness, cold
cracking susceptibility and residual stresses of various hardened steel types. Keywords— Carbon Equivalent (CE);
Heat-affected zone (HAZ); Weld metal (WM); Microstructure; Post Weld Heat Treatment (PWHT); Hardened
Steel; |. INTRODUCTION Steels containing excessive carbon exhibit increased strength and hardenability and
decreased weldability [1]. Q. Xue et al stated When High carbon steel is welded, it is heated; the micro structure
of heated portion is different from that of the base metal and is described as the Heat Affected Zone (HAZ) [2].
Rapid heating and cooling take place throughout welding, which generate severe themal cycle near weld line
region. Non uniform heating and cooling in the material, due to themal cycle cause thus generating harder heat
affected zone, residual stress and cold cracking inclination in the weld metal and parent metal as shown in figure
1[3]. Residual stresses usually resut from diferential heating and cooling are very Hamful for weld [4].
Contraction of weld metal along the length of the weld is to a degree prevented by the large adjacent body of
lcold metal. Therefore residual tensile stresses are st up alona the weld. The properties of welds often cause

|Abstract- Most of the welding of steel s fabrication and repair welding. Following a welding operation, the cooling and contracting of
stresses to be set up in the weld and in adjacent pats of the weldment which results to cracking and embrittlement in steel welds. The
above difficutties is to reduce the heating and cooling rate of the parent metal and HAZ. Pre heating and/or Post heating have been
|operation for preventing cold cracking. This paper presents the effect of preheating and/or PWHT on maximum HAZ hardness, cold
residual stresses of various hardened steel types.

Index Terms

Cabon Equivalent (CE); Heat-affected zone (HAZ); Weld metal (WM); Microstructure; Post Weld Heat Treatment (PWHT); Hardenec

Step 3: Extract Abstract and Index Terms from Research Paper

Abstract

Abstract— Most of the welding of steel is fabrication and repair welding. Following a welding operation. the cooling and contracting of the weld metal cause
stresses to be set up in the weld and in adjacent parts of the weldment which results to cracking and embrittlement in steel welds. The best way to minimize
above difficulties is to reduce the heating and cooling rate of the parent metal and HAZ. Pre heating and/or Post heating have been widely employed in welding
operation for preventing cold cracking. This paper presents the effect of preheating and/or PWHT on maximum HAZ hardness. cold cracking susceptibility and

residual stresses of various hardened steel types.

Index Terms

Carbon Equivalent (CE): Heat-affected zone (HAZ); Weld metal (WM): Microstructure; Post Weld Heat Treatment (PWHT); Hardened Steel;
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Step 4: Then count the term frequency from the collected term and rank them according to the high term
frequency (Using Term Frequency Similarity)

Domain and its related words from abstract

Big Data::2 __ Software Engineerng::d

Step 5: Domain Extraction Result from Research Paper

The domain Result is Software Engineering

court filemame
A REVIEW OM E. ..
A REVIEW OM E...

domain

Step 6: Precision, Recall and F — Measure calculation from Research Paper

id precision recall fmess filename domainname
2823 210 10 13 O7MTCIRE-PAT... Data Mining
2824 118 9 17 O7MTCIRS-PAT... TextMining
2825 650 10 19 2014 research p... Data Mining
2826 530 10 19 2014 research p... Text Mining
2827 203 10 18 20 Conditional R... Text Mining
2828 155 9 13 3-ARY CLASSIFL.. Data Mining
2829 790 10 20 J-ARY CLASSIFL.. Image Processing
2830 185 9 13 3-ARY CLASSIFL.. MNetwork Security
2831 150 9 18 J-ARY CLASSIFL... TextMining
2832 203 10 13 44155nlc05.pdf Text Mining
2833 118 9 17 A& -research pap... Text Mining
2834 203 10 18 A -Based Paper.... TextMining
2835 910 10 20 A CLIMICAL STU... BigData
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Step 7: TF — IDF calculation

Domain name Papers TF IDF TF * IDF

Text Mining 48 0.941176471 4.166666667 3.921568627
Network Security 19 0.243589744 10.52631579 2.564102563
Big Data 36 0.631578947 5.555555556 3.508771929
Software Engineering 24 0.452830189 §.333333333 3.773584905
Cryptography 14 0.25 14.28571429 2.04
Data Mining 36 0.545454545 5.555555556 3.03030303
Image Processing 29 0.50877193 6.896551724 3.50877193

] Results |

id
184
162
203
150
163
62

W 00 ~ o O & W N —
—_

Step 8: Domain Extraction from Research paper for each paper domain name for the following image

:j Messages
domain

Text Mining

Text Mining

Text Mining

Text Mining

Text Mining

Big Data

Software Engineering
Network Security
Image Processing
Software Engineering
Text Mining

Tmndh B .

filename

07-NTCIR8-PATMN-CaiY pdf

2D Condttional Random Fields for Web Information Extraction....

4415jnlc05 pdf

A - research paper pdf

A -Based Paper pdf

ACLINICAL STUDY TO EVALUATE THE EFFICACY OF TRI...
A Comparative Testing from UML Design using pdf

A Constructive Analysis of Time Synchronization pdf

A FAST OPTIMIZED PARALLEL GRAPH pdf
A Hybrid Approach Using GA and ACO for Risk pdf
A Hybrid Online Genre-based Recommender System pdf

A b decd Mmoo e O s i i i o ol

Step 9: Graph Representation from Research paper for each Domain

Image Processing

Data Mining

Cryptography

Software Engineering

Big Data

Network Security

Text Mining

Domain Name & Count

29

24

19

36

36

10

20

30

40 50

60

B Count

V.

CONCLUSION

The abstract and index terms extracting can be used for extracting domain name from specified research
paper and applied to document classification. This paper uses PDF IFilter is one of the best-known and most
commonly used research paper extractions currently in use. Term similarity mining approach is the term
frequency value counting from research paper. We use different performance measurements, including
precision, recall and F — measures with respect to individual human annotations and a weighted measure. Finally
TF —IDF measurement is calculated for each domain from overall research paper. This paper experimented with
the identification of individual research paper with domain name.
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