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Abstract— A system prototypical where the data is sponsored and 

stored by an internet connection on distant servers is known by the 

name of cloud storage, usually are held by third parties. Presenting 

companies function huge data centers, and persons who need their 

data to be presented buy or let storing volume from them. The data 

center executives often use virtualization to stand by resources 

rendering to client supplies and representation them as storage 

spaces to supply files or data objects. In this paper we contemporary 

the enterprise of an employment for cloud environment for 

intelligent to supply and back up data through by remote servers 

that can be opened through the Internet. 

 

Keywords: backup, File System, Cluster, PVFS2. 

 

I. INTRODUCTION 

The greatest modern and putative consistent meaning of Cloud 

Computing is the one by the National Institute of Standards 

and Technology ―Cloud computing is a perfect for allowing 

omnipresent, suitable, on demand network access to a 

communal pond of configurable computing resources that can 

be fast provisioned and free with negligible management 

exertion or service provider communication. This cloud model 

indorses obtainability and is self-possessed of five 

indispensable physiognomies, three service models, and four 

deploymentmodels.‖ The usage of the disks of the nodes of a 

collection as international stowage scheme is a cheap solution 

for a cloud environment. The requirement for the accessible of 

material from wherever is cumulative; this characterizes an 

unruly for countless employers who use applications such as 

folders, media, personal file, documents, etc. The I/O data 

anxieties of these submissions get sophisticated as they get 

superior. 

 

II. RELATED WORK 

PanzuraCloudFS file System is a file system established from 

nowhere to run addition with cloud and NAS environments. It 

offers functionality translucent to users, as everybody can see 

the same file fromany position. It also consents data sharing, 

deprived of consuming to cancel the inventive file. Cloud File 

System Oracle is a filesystem for isolated cloud environments, 

considered to achieve over-all drive file store outside of an 

oracle database crossways manifold functioning system 

platforms with one organization border. Too it´s firmly 

combined with the involuntary storing management 

topographies of the oracle folder 

 

III. LITERATURE SURVEY 

As the complication of parallel file systems' software stacks 

growths it gets stiffer to expose the reasons for routine 

bottlenecks in these software layers. This paper familiarizes a 

process which removes the effect of the physical storage on 

presentation analysis in order to find these hold-ups. Too, the 

effect of the hardware mechanisms on the performance is 

demonstrated to approximation the all-

outattainablepresentation of a parallel file system. The paper 

emphases on the parallel virtual file system 2 (PVFS2) and 

shows results for the functionality file creation, small 

contiguous I/O requests and huge contiguous I/O requests 

 

Weexistent some characteristic Cloud platforms, specifically 

those developed in industries laterally with our current work 

near realizing market-oriented resource allocation of Clouds as 

appreciated in Aneka enterprise Cloud technology. 

Additionally, we highpoint the changeamid High Performance 

Computing (HPC) workload and Internet-based services 

workload. We also define a meta-negotiation organisation to 

start global Cloud exchanges and markets, and demonstrate a 

situation revision of harnessing ‗Storage Clouds‘ for high 

presentation content delivery. Lastly, we arrange with the need 

for meeting of competing IT paradigms to deliver century 

vision. 

 

IV. PROBLEM DEFINITION 

Microsoft and others have manufactured their own set-up to 

run the user with a public cloud, this type of cloud is 

continued and wrought by third parties not correlated with the 

organization, for this reason, both the progressions and data of 

various clients are miscellaneous on servers, storage systems 

and other substructure of the cloud. For companies that 

essential extraordinary privacy and data security, an option are 

secluded clouds. 
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V. PROPOSED APPROACH 

 
Were commend a cloud situation to snarl and stock data on a 

secluded cloud using PVFS2 like file system for storage data 

in instruction to upsurge the routine of these applications. This 

option allows input / output corresponding, so that will 

decrease the access times to data. On the client-end, a 

multiplatform application is industrialized using free software 

that lets data transmission debauched and simple way. 

Remarkably, one of   the compensations of this operation is 

that it can recycle existing infrastructure (servers, cluster, and 

other devices) to lessen costs, attractive a lead associated to 

partaking to position aprivate cloud from nowhere. 

 

VI. SYSTEM ARCHITECTURE: 

 
 

VII. PROPOSED METHODOLOGY 

7.1 PVFS: 

 

The Parallel Virtual File System development is a multi-

institution collective exertion to strategy and instrument a 

construction parallel file system for HPC applications. The 

second PVFS version, PVFS2, is an allowance of the first one 

that expands modularity and plasticity between components, 

and delivers a robust addition with MPI-IO. 

 

7.2 CLIENTAPPLICATION: 

It will brand a level of all archives and directories that are in 

the file distinct for harmonization along with their metadata. 

 

7.3 CUSTOMER:  

 

If the local file date is fewer than or does notam in the local 

folder proceeds to transfer a copy ofthe file to the local folder 

harmonization, if noticeable as erased continue to erase the 

file from the folder in operator the cloud. 

 

7.4 CLOUD:  

 

If the file does not happen in the folder definite in the cloud or 

have an adjustment date less than the current we advance to 

trade the file from the cloud by the newest consumer form. 

 

 

VIII. RESULTS 

 
 

 
The proposed approach shows the efficient management of 

virtual machines optimization by using fault –tolerance 

technique. 

IX. EXTENSION WORK 

We recommend an inclusive high-level slant to shading the 

implementation details of the fault lenience techniques to 

application developers and users by means of a stead fast 

service layer. In certain, the service layer tolerates the user to 

require and apply the desired level of fault 

tolerance.Distributes a complete fault tolerance solution to 

user‘s requests by uniting selected fault tolerance devices. 

Determines the possessions of a fault tolerance solution by 

means of runtime monitoring. 
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X. CONCLUSION 

PVFS2 progresses results to the execution of different I/O 

servers, thus dropping the change in performance between 

PVFS2 andEXT3. This will validate the suggestion to 

contrivance file system PVFS2 for a cloud environment for 

backup and data storage.The purpose is to attain better 

presentation with the inclusion of PVFS2, since it diminutions 

the data access in expression, dipping network traffic and the 

data is spread across different I/Oservers. This permit data be 

spread rather than be centralized, preventing broad loss of data 
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