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Abstract:Most online customers use cards to pay for their purchases. As charge cards become the most mainstream 

strategy for installment, instances of misrepresentation relationship with it too increases. The primary goal of this 

venture is to be ready to perceive false exchanges from non-fake exchanges. In request to do so,primarily,data 

mining methods are utilized to examine the examples and attributes of deceitful and non-fake 

transactions.Then,machine learning systems are utilized to foresee the fake and non-fake exchanges automatically. 

Algorithms LR (Logistic Regression) is used. Therefore, the blend of AI and information mining procedures are 

utilized to distinguish the fake and non-fake exchanges by learning the examples of the information. Models are 

made utilizing these calculations and afterward precision,accuracy,recall are determined and an examination is 

made. 
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_____________________________________________________________________________________ 

I. Introduction  
 Because of the ascent of E-commerce,there has been a gigantic utilization of charge cards for web based 

shopping which prompted a high measure of fakes identified with Mastercards. Mastercard misrepresentation had 

additionally quickened as on the web And disconnected transaction.The need to recognize charge card extortion is 

fundamental. There Are numerous extortion identification arrangements and programming which forestall cheats in 

organizations, for example mastercard, retail, web based business, protection, and enterprises.Cardholders ordinarily 

give the card number, expiry date, and card confirmation number through site or phone.Extortion discovery accept 

distinguishing misrepresentation as fast as conceivable once it has been committed.It likewise includes checking  

and dissecting the conduct of different clients so as to assess recognize or maintain a strategic distance from 

bothersome behaviour.There are various techniques to stop charge card misrepresentationexchanges however are not 

ready to stop them successfully. A few procedures are planned and actualized to settle Visa misrepresentation 

identification, for example, counterfeit neural system visit thing set mining, AI calculations, man-made 

consciousness and information mining.These calculations can separate exchanges which are fake or non-

fraudulent.This paper assesses three AI calculation Logistic Regression with various solvers like sag,liblinear and so 

forth and after wardan examination is made to assess what model played out the best. 

 

1.1 Problem Statement 

With the development of internet business sites, individuals and money related organizations do their 

exchanges that have prompted an exponential increase in the credit card fakes. Deceitful charge card exchanges lead 

to lost a gigantic measure of cash. The plan of a compelling misrepresentation recognition framework is vital so as 

to lessen the misfortunes acquired by the clients and money related organizations .Research has been done on 

numerous models and techniques to forestall and recognize charge card fakes. Some Visa misrepresentation 

exchange datasets contain the issue of lopsidedness in datasets. A decent extortion discovery framework ought to 
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have the option to recognize the misrepresentation exchange precisely and should make the recognition conceivable 

continuously exchange. 

 

1.2 Methodology and Approach 

A brief procedure of designing the credit card fraud detection model is explained as follows: 

1.2.1 input data:The input dataset is a comma separated values file(csv) containing the fraud dataset, which is 

highly imbalanced.. 

1.2.2 Preprocessing of input data:Input dataset is subject to various preprocessing techniques such as filling of 

missing values, encoding of categorical data and scaling of values in the appropriate range.The data is converted into 

usable format fit and sampled. 

1.2.3 Building individual classifiers on the training dataset:The training dataset is fed to each of the independent 

base learners and the individual classifiers are built using the training dataset. 

 

1.3 Dataset 

The datasets contain transactions made by credit cards in September 2013 by european cardholders[9].This 

dataset presents transactions that occurred in two days, where we have 492 frauds out of 284,807 transactions. The 

dataset is highly unbalanced, the positive class (frauds) account for 0.172% of all transactions.It contains only 

numeric input variables which are the result of a PCA transformation. Unfortunately, due to confidentiality issues, 

we cannot provide the original features and more background information about the data. Features V1, V2, … V28 

are the principal components obtained with PCA, the only features which have not been transformed with PCA are 

'Time' and 'Amount'. Feature 'Time' contains the seconds elapsed between each transaction and the first transaction 

in the dataset.The feature 'Amount' is the transaction Amount, this feature can be used for example dependant cost 

sensitive learning. Feature 'Classis the response variable and it takes value 1 in case of fraud and 0 otherwise. 

[1][2][3][4][5][6][7][8] 

 

 

 

                                       
 

Fig 1 : Histogram of some attributes of dataset (v11,,v26) 
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Fig 2 :  2D scatter plot of attributes (v7,v12) 

 

 

 
 

 

 

Fig 3 :mean,standarddeviation,minimum and maximum metrics of all attributes in data set 
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1.4 Preprocessing Of Data: 

1.4.1KernalCenterer:Let K(x, z) be a kernel defined by phi(x)^T phi(z), where phi is a function mapping x to a 

Hilbert space. KernelCenteredcenters (i.e., normalize to have zero mean) the data without explicitly computing 

phi(x).Centering and scaling   happen independently on each feature by computing the relevant statistics on the 

samples in the training set. Mean and standard deviation are then stored to be used on later data using transform[10]. 

 

 
 

Fig 4 :Code for KernelCentererPreprocessing 

 

Pandas-pd :pandas module used to read a comma-separated values (csv) file into DataFrame. Also supports 

optionally  iterating or breaking of the file into chunks[14]. 

 

 
 

 

 

1.4.2 Over-Sampling:In our data set one class of data is the underrepresented minority class in the data sample, 

over sampling techniques are used to duplicate these  
1.4.2.1 Smote:There are a number of methods available to oversample a dataset used in a typical classification 

problem . The most common technique is known as SMOTE: Synthetic Minority Over-sampling results for a more 

balanced amount of positive results in training. Over sampling is used when the amount of data collected is 
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insufficient. Technique.To illustrate how this technique works consider some training data which has s samples, and 

f features in the feature space of the data. Note that these features, for simplicity, are continuous. As an example, 

consider a dataset of birds for classification. The feature space for the minority class for which we want to 

oversample could be beak length, wingspan, and weight (all continuous). To then oversample, take a sample from 

the dataset, and consider its k nearest neighbors (in feature space). To create a synthetic data point, take the vector 

between one of those k neighbors, and the current data point. Multiply this vector by a random number x which lies 

between 0, and 1. Add this to the current data point to create the new, synthetic data point[11][12][13]. 

 

[*]Classimblearn.over_sampling.SMOTE Parameters: 

1.X :{array-like, sparse matrix}, shape (n_samples, n_features) 

Matrix containing the data which has to be sampled. 

2.y:array-like, shape (n_samples,)  Corresponding label for each sample in X 

 

 

 
 

Fig 6 : Code used for SMOTE 

 

 

 

 
 

 

FIg7 : Class attribute frequencies in original data 

 

 

 

Fig 8: Class attribute frequencies in Oversampled data 

 

 

Series.value_counts(normalize=False, sort=True, ascending=False, bins=None, dropna=True):Returns 

objects containing counts of unique values.The resulting object will be in descending order so that the first element is 

the most frequently-occurring element. Excludes NA values by default[14]. 
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Fig 7: mean,standarddeviation,minimum and maximum metrics of all attributes in data 

 

1.5 Building and Analysis Of Machine Learning Algorithms 

1.5.1 Logistic Regression: 

Logistic regression is a statistical model that in its basic form uses a logistic function to model a binary dependent 

variable, although many more complex extensions exist. In regression analysis, logistic regression[15] (or logit 

regression) is estimating the parameters of a logistic model (a form of binary regression). Mathematically, a binary 

logistic model has a dependent variable with two possible values, such as pass/fail which is represented by an indicator 

variable, where the two values are labeled "0" and "1". In the logistic model, the log-odds (the logarithm of the odds) 

for the value labeled "1" is a linear combination of one or more independent variables ("predictors"); the independent 

variables can each be a binary variable (two classes, coded by an indicator variable) or a continuous variable (any real 

value). The corresponding probability of the value labeled "1" can vary between 0 (certainly the value "0") and 1 

(certainly the value "1"), hence the labeling; the function that converts log-odds to probability is the logistic function, 

hence the name.[15]. 

 

Parameters: 

Logistic Regression works with five different solvers. Each solver tries to find the parameter weights that minimize a 

cost function.Here are the five solvers: 

 

1.5.1.1 newton-cg:A newton method. Newton methods use an exact Hessian matrix. It's slow for large datasets, 

because it computes the second derivatives. 
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1.5.1.2 lbfgs:Stands for Limited-memory Broyden–Fletcher–Goldfarb–Shanno. It approximates the second derivative 

matrix updates with gradient evaluations. It stores only the last few updates, so it saves memory. It isn't super fast with 

large data sets[16]. 

1.5.1.3 liblinear:Uses a coordinate descent algorithm. Coordinate descent is based on minimizing a multivariate 

function by solving univariate optimization problems in a loop. In other words, it moves toward the minimum in one 

direction at a time.. It performs pretty well with high dimensionality. It does have a number of drawbacks. It can get 

stuck,is unable to run in parallel, and can only solve multi-class logistic regression with one-vs.-rest[17]. 

1.5.1.4 sag :Stochastic Average Gradient descent. A variation of gradient descent and incremental aggregated gradient 

approaches that uses a random sample of previous gradient values. Fast for big datasets[18]. 

1.5.1.5 saga:Extension of sag that also allows for L1 regularization. Should generally train faster than sag.The 

‘newton-cg’, ‘sag’, and ‘lbfgs’ solvers support only L2 regularization with primal formulation, or no regularization. 

The ‘liblinear’ solver supports both L1 and L2 regularization, with a dual formulation only for the L2 penalty. The 

Elastic-Net regularization is only supported by the ‘saga’ solver[19]. 

 

1.5.2 Building Classification Model 

sklearn.linear_model.LogisticRegression  class implements regularized logistic regression using the ‘liblinear’ 

library, ‘newton-cg’, ‘sag’, ‘saga’ and ‘lbfgs’ solvers. It can handle both dense and sparse input. Use C-ordered arrays 

or CSR matrices containing 64-bit floats for optimal performance; any other input format will be converted[20]. 

 

 

 
 

Fig 8: Code used for building 5 classifiers of logistic regression 

 

 

1.5.3 Results and Analysis 

Here we using original data set for testing and checking performance metrics 

1.5.3.1 Accuracy classification score:This function computes subset accuracy: the set of labels predicted for a 

sample must exactly match the corresponding set of labels in class. 

1.5.3.2 the precision:The precision is the ratio tp / (tp + fp) where tp is the number of true positives and fp the 

number of false positives. The precision is intuitively the ability of the classifier not to label as positive a sample that 

is negative. 

1.5.3.3 the recall:The recall is the ratio tp / (tp + fn) where tp is the number of true positives and fn the number of 

false negatives. The recall is intuitively the ability of the classifier to find all the positive samples. 

1.5.3.4 confusion matrix:By definition a confusion matrix Cis such that Ci,jis equal to the number of observations 

known to be in group iand predicted to be in group jThus in binary classification, the count of true negatives is C0,0, 

false negatives is C1,0, true positives is C1,1and false positives is C 
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Fig 9 :Code used for metrics on test data 

 

 lbfgs Lib- linear newton-cg sag saga 

accuracy 0.9802 0.9816 0.9812 0.9973 0.9963 

recall 0.9085 0.9065 0.9166 0.8252 0.8170 

precision 0.0740 0.0793 0.0616 0.3755 0.2955 

 

 

 

 

 

Table 2,3,4: confusion matrics over lbfgs,lib-linear, newton-cg classifiers 

 

 

 

 

 

 

   

 

 

 

 

 

Table 5,6 : confusion matrix of sag and saga classifiers 

class 0ll 1 

0 279143 5172 

1 46 446 

class 0nc 1 

0 279035 5280 

1 46 446 

class 0 lb 1 

0 278723 5592 

1 45 447 

class 0 1 

0 283366 949 

1 90 402 

class 0 1 

0 283640 675 

1 86 406 
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Fig 10 : graphical user interface for fraud classifier                                        Fig 11:fraud  transactions list 

II. Conclusion 
Before implementing this project there were many flaws in classification models.Here we covered all those and 

made them out of it .After that we achieved a highly resistant classification model over this highly imbalanced data. 
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