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Abstract: In this study, we developed user friendly rainfall forecasting system based on Back propagation Neural 

Network using MATLAB 7.10 to forecast Hourly rainfall in Chennai region. The dataset of 31488 samples has been 

collected from Nungambakkam Meteorological Station, Chennai for the period of 2005 to 2015. The data was 

organized into day-wise hourly recordings as well as day-wise, maximum, minimum, average data of  Relative 

Humidity (RH), Temperature, Pressure and Wind Speed along with Rainfall data. The collected dataset has been 

used both for training and for testing the data. The developed system gives more accuracy of 94.8197% when the 

training data set is 55% and the testing data set is 45% with least Mean Squared Error (MSE) value 0.012437. 
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_____________________________________________________________________________________ 

I. Introduction  
 Forecasting of rainfall is a tedious and complicated process, timely forecasting and the accuracy of 

forecasting is the need of the hour. More rains leads to floods and other natural calamities whereas less rainfall leads 

to drought. Forecasting of rainfall helps in agriculture, aqua farming and other water resource management. Based 

on rainfall forecasting, farmers are able to choose which crop to raise, to reap maximum agricultural products. Many 

of the existing forecasting methods were able to forecast seasonal monsoons like southwest monsoon, northeast 

monsoon, summer, winter monsoons etc. 

Moreover the existing methods were forecasting rainfall over large regions such as state-level, zone levels 

like Rayalaseema, Coastal Andhra Pradesh, North Karnataka and South Karnataka etc. In the next level, existing 

systems predict rainfall over district-wise but not over smaller regions like villages, hamlets etc. In addition, existing 

systems uses advanced climatology indices such as Southern Oscillation Index (SOI), El Nino Southern Oscillation 

(ENSO), East Atlantic (EA), North Atlantic Oscillation (NAO), Inter-decadal Pacific Oscillation (IPO), in this 

study, the proposed system is to develop to forecast daily rainfall using surface data such as relative humidity, 

pressure, temperature and wind speed. Extraction of surface data over smaller regions is much easier and less 

expensive than the climatology indices. It is more essential to forecast rainfall over smaller regions such as mandal 

level, village level and hamlet level. 

  In this study, the proposed system is to forecast daily rainfall using neural network over smaller regions 

using surface data. Backpropagation neural network is proposed which is multi layered feedforward network and is 

trained by Delta Learning rule. The proposed system is designed and developed using MATLAB 7.10. The surface 

data is obtained from India Meteorological Department (IMD), Pune, by registering with it and the surface data 

collected were pertaining to Nungambakkam Weather Station, Chennai. 

 

II. Surface Data and Data Collection 
Surface data consist of Relative Humidity (RH), Temperature, Pressure and Wind Speed along with 

Rainfall data. The surface data is collected from India Meteorological Department (IMD), Pune. Data is collected 

through research registration with IMD, Pune. Data is collected related to Nungambakkam Meteorological Station 
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(Station Index No. 43278), Chennai, for the period 2005 to 2015. The data was organized into day-wise hourly 

recordings as well as day-wise, maximum, minimum, average data. The data file organization and sample data of 

Temperature, Pressure, Wind Speed and Rainfall are shown in Fig 1. In this study to forecast rain fall, Relative 

Humidity, Temperature, Pressure and Wind Speed are taken as input parameters and Rainfall as target parameter. 

 

Fig 1: File Organization of Rainfall Data (Data Credit: IMD) 

 

When 4 input parameters (Relative Humidity, Pressure, Temperature and Wind Speed) are considered, total number 

of records obtained after data pre-processing for the period 2005 to 2015 are 31488. These records are used both for 

network training and testing. 

III. Artificial Neural Network 
Artificial Neural Network is an information processing paradigm that is inspired by the biological nervous 

system. Artificial Neural Networks allow the systems to recognize the input patterns by learning from past 

experiences or examples. The major tasks of Artificial Neural Networks are Function Approximation, Classification, 

Clustering, Decision Support Systems, etc,. 

There are different models of Neural Networks namely Perceptron Neural Network, ADALINE, 

MADALINE, Back propagation Neural Network, etc,. Among these models Back propagation Neural Network 

Model is the most commonly and widely used model.  

Back propagation Neural Network is a Multilayer Feed Forward Neural Network which uses the extended 

gradient-descent based delta learning rule and also known as back propagation (of errors) rule for training. Back 

propagation rule provides a computationally efficient method for changing the weights in a Feed Forward Network 

with differentiable activation function units to learn a training set of input-output examples. Being a gradient descent 

method it minimizes the total squared error of the output computed by the net. The network is trained by supervised 

learning method. The aim of this network is to train the net to achieve the balance between the ability to respond 

correctly to the input patterns that are used for training and ability to provide good responses to the input that are 

similar. In the present study, for rainfall forecasting user friendly system is developed using MATLAB 7.10 by 

implementing Back propagation Neural Network model. 

IV. Rain Fall Forecasting With Hourly Surface Data 
In this study, to improve the accuracy in forecasting of daily rainfall, an attempt is made to forecast the 

rainfall using hourly data rather than daily average data. The input data file consisting of data related to relative 

humidity, pressure, temperature, wind speed (4 input parameters) and rainfall (one output parameter) is loaded into 

workspace for training and testing of the network. In this developed system, network is trained using Delta Learning 
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Rule, sigmoid function is used as an activation function for adjusting the weights and two hidden neurons are used. 

An example input data file consisting of hourly surface rainfall data is shown in figure 2. 

 

Fig 2: Input Data File with Hourly Data (4 input parameters) 

 

V. Experiments and Results 
By using the developed system different types experiments are performed for forecasting of hourly rainfall 

data.  In all the experiments the surface data of Relative Humidity, Pressure, Temperature and Wind Speed are taken 

as input parameters and the occurrence of the rainfall is taken as the target parameter. From the collected data, some 

of the data are taken for training and some of the data for testing. All the experiments performed along with results 

obtained are shown in the following. Again to validate the accuracy rate obtained from this neural network model, 

Heidke Skill Score (HSS) has been computed. 

 

Experiment 1: 

This experiment is implemented using 90% of data for training and 10% of data for testing which is shown 

in fig 3.  The experiment and the results obtained are shown in fig 3 and fig 4. The graphical representation of the 

result is also shown in fig 5. In the below figures 4 and 5, it can be observed that the accuracy rate of rainfall 

forecasting is achieved as 88.1512 and the least Mean Squared Error (MSE) is achieved at epoch 2 with MSE value 

as 0.010962. 

 

Fig 3: User Interactive to Input Parameter Size to Network 
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Fig 4: Result of Neural Network Model with 90% Training Dataset 

 

 

Fig 5: Graphical Representation of Result with 90% Training Dataset 

 

The results obtained from this experiment 1 were tabulated in Table 1 to compute HSS score of this rainfall 

forecasting. In Table 1, for the total 3148 records tested, 2775 records were matched and the Heidke Skill Score 

computed for this experiment is 0.73244. 
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Table 1: Result with 4 input Hourly data, 2 Hidden Neurons and 90% Training Data 

 

 

Experiment 2: 

This experiment is implemented using 80% of data for training and 20% of data for testing.  The graphical 

representation of the result is shown in fig 6. Form the below figure 6, it can be observed that the accuracy rate of 

rainfall forecasting is achieved as 91.9327 and the least Mean Squared Error (MSE) is achieved at epoch 1 with 

MSE value as 0.010939. 

 

Fig 6: Graphical Representation of Result with 80% Training Dataset 

   

The results obtained from this experiment 2 are tabulated in Table 2 to compute HSS score of this rainfall 

forecasting. From the below Table 2 , for the total records 6297 tested, 5789 records were matched and the Heidke 

Skill Score computed for this experiment with 80% training dataset and with hourly data is 0.81666 which is better 

than with 90% training dataset. 
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Table 2: Result (with 4 Input Hourly Data, 2 Hidden Neurons, 80% Training Data) 

.  

Experiment 3: 

This experiment is implemented using 70% of data for training and 30% of data for testing.  The results 

obtained from this experiment are shown graphically in the  figure 7.Form the figure 7,  it can be observed that the 

accuracy rate of rainfall forecasting is achieved as 93.1823 which is better than experiment 2 and the least Mean 

Squared Error (MSE) is achieved at epoch 1 with MSE value as 0.010870. 

 

Fig 7: Graphical Representation of Result with 70% Training Dataset 

   

The results obtained from this experiment 3 are tabulated in Table 3 to compute HSS score of this rainfall 

forecasting. From the below Table 3, for the total 9446 records tested, 8802 records were matched in forecasting and 

the Heidke Skill Score computed for this experiment is 0.84463. 

 
Table 3: Result with 4 Input Hourly Data, 2 Hidden Neurons, 70% Training Data 
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Experiment 4: 

This experiment is implemented with 60% of data for training and 40% of data for testing.  The results 

obtained from this experiment are shown graphically in the figure 8. Form the figure 8, it can be observed that the 

accuracy rate of rainfall forecasting is achieved as 94.3072 which is better than experiment 3 and the least Mean 

Squared Error (MSE) is achieved at epoch 6 with MSE value as 0.01165 which is shown in fig 8. 

 

Fig 8: Graphical Representation of Result with 60% Training Dataset 

  

The Heidke Skill Score of this forecast shall be computed with 60% training dataset and 40% of testing 

data set. The results are shown in table 4. In Table 4, for the total records 12595 tested, 11878 records were matched 

and the Heidke Skill Score computed for this experiment with 60% training data is 0.87008. The Accuracy rate and 

HSS scores of this experiment (with 60% training data) is better than with 90%, 80%, and 70% training datasets. 

 

Table 4: Result with 4 Input Hourly Data, 2 Hidden Neurons, 60% Training Data 

 

Experiment 5: 

This experiment is implemented with 55% of data for training and 45% of data for testing.  Figure 9 shows the 

results obtained from this experiment graphically.. Form the figure 9, it can be noted that the accuracy rate of 

rainfall forecasting is achieved as 94.8197% which is better than experiment 4and the least Mean Squared Error 

(MSE) is achieved at epoch 3 with MSE value as 0.012437which is shown in fig 9 which is better than the previous 

experiments. 
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Fig 9: Graphical Representation of Result with 55% Training Dataset 

  

The Heidke Skill Score of this forecast shall be computed with 55% training dataset and 45% of testing 

data set. The results are shown in table 5. In Table 5, for the total of 14169 records tested, 13435 records were 

matched and the Heidke Skill Score (HSS) computed for this experiment with 55% training data is 0.8816. So far, 

the HSS score achieved in this experiment is higher than in previous experiments. 

Table 5: Result with 4 Input Hourly Data, 2 Hidden Neurons, 55% Training Data 

 

Experiment 6: 

The final experiment is implemented using 50% of data for training and 50% of data for testing and the 

results achieved through this experiment is shown in fig 10.  From fig 10 it is noted that the accuracy rate of rainfall 

forecasting is achieved as 93.9977% and the least Mean Squared Error (MSE) is achieved at epoch 4 with MSE 

value as 0.010584. 

 

 

 

 

 



Rainfall Forecasting Based on Surface Data of Chennai Region Using Artificial Neural Networks 

                                                                                                                                                                  34 | Page 

Fig 10: Graphical Representation of Result with 50% Training Dataset 

    

The validation of the forecast accuracy of this model is also done through Heidke Skill Score, to compute 

HSS score of this forecast with 4 input parameters, 2 hidden layer neurons and with 50% training dataset, the result 

of the developed neural network is tabulated in Table 6. In Table 6, out of 15744 total records tested, 14799 records 

were matched and the Heidke Skill Score of this forecast computed for this experiment is 0.86302. 

 

Table 6: Result with 4 Input Hourly Data, 2 Hidden Neurons, 60% Training Data 

 

VI. Analysis of Results of Hourly Data Rainfall Forecasting 
A comparison study was made on the forecasting results obtained from the experiments 1 to 6 which are 

implemented based on the hourly surface data (relative humidity, pressure, temperature and wind speed) using 

Backpropagation neural network model.  The values of Mean Squared Error (MSE) at each epoch number in 

experiments 1 to 6, with varying size of training datasets were represented in the graph Fig 11. 

 

Fig 11: MSE values (Hourly Data, 2 neurons with varying training size) 
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The Least Mean Squared Error and the corresponding accuracy percentage of hourly surface data rainfall 

forecasting obtained from the experiments 1 to 6 are shown in table 7. From the Table 7, it is observed that more 

accuracy i.e.  94.8197% is achieved when the training dataset is taken as 55% and testing data is taken as 45%. 

 

Table 7: Experiment Results with Hourly Data and 2 Neurons 

  Experiment No. 
No. of Input 

Parameters 

No. of 

Hidden 

Neurons 

Training 

Dataset % 

Mean 

Squared 

Error 

Accuracy % 

7 4 2 90% 0.010962 88.1512 

8 4 2 80% 0.010939 91.9327 

9 4 2 70% 0.010870 93.1823 

10 4 2 60% 0.011659 94.3073 

11 4 2 55% 0.012437 94.8197 

12 4 2 50% 0.010584 93.9977 

 

The Heidke Skill Score (HSS) were also computed for the experiments 1to 6 with varying size of training datasets 

were tabulated and the graph of HSS score at each experiment is shown in Fig 11. 

Fig 11: Heidke Skill Scores for various sizes of training data 

 

From the Fig 11, it is observed that the developed neural network model for the forecasting of daily rainfall 

with hourly data of 4 input parameters (relative humidity, pressure, temperature and wind speed), 2 hidden layer 

neurons and with 55% of training dataset (in 5th experiment) has produced highest HSS score which validated and 

proved the accuracy of the result of this neural network forecasting model. 

VII. Conclusion 
In the present paper rainfall forecasting of hourly surface data using Back propagation Neural Network has been 

presented. The experiments and results show that the Back propagation Neural Network gives more accuracy and 

peak HSS score when the training data is 55% and the testing data is 45%. The Hourly surface data of rainfall 

produces much better accuracy in forecasting of rainfall rather than daily average surface data. 
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