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Abstract:  The style of handwriting varies from person to person. Handwritten numbers are not always the same size, 

orientation and width. To develop a system to understand this, the machine recognizes handwritten digit images and classifies 

them into 10 digits (from 0 to 9).Handwritten digit recognition is a technology which is used for automatic recognizing and 

detecting handwritten digital data through various machine learning models. This paper uses a different machine learning 

algorithms to improve productivity and a variety of models to reduce complexity. Machine Learning is an artificial intelligence 

application which learns from previous experiences and it automatically improves with the previous experiences. This paper is 

about recognizing handwritten digits from 0 to 9 from the well-known Modified National Institute of Standards and 

Technology(MNIST) dataset, then comparison takes place between  machine learning algorithms like Support Vector 

Machine(SVM), logistic regression, K-Nearest Neighbor (KNN) and deep learning algorithm like CNN. 
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I. Introduction  
A handwritten digit recognition system is how a machine works to recognize handwritten digits from a variety of sources such 

as documents and images of handwritten digits. Handwritten digit recognition is a feature of a computer or machine that can 

recognize numbers/digits handwritten by humans. In order to develop a system for understanding handwritten numbers, a 

machine for recognizing and classifying images of handwritten numbers into 10 digits (0-9) is included. Handwritten numbers 

are not always the same size, width, orientation and justified at the edge, the individuality and difference of the handwriting of 

different people also influence the structure and appearance of the digits. 

The idea of reading handwritten numbers, letters, and words through a computer system is often referred to as imitating 

humans. Artificial intelligence is used to read handwritten digits from any handwriting source or images. Artificial intelligence 

(AI) is one of the subfields of computer science that deals with simulating the intelligent behavior of the computers. Machine 

learning is one of the applications of Artificial Intelligence, it provides the ability for a system to automatically learn from the 

environment and use that learning to make better decisions. 

In this paper, we compare machine learning algorithms such as logistic regression, SVM, K-nearest neighbor and deep learning 

algorithm CNN with the dataset MNIST, test the efficiency of these algorithms and find precision, recall, f1-score and accuracy 

are found for all these algorithms and compared. 

II. Literature Review 
Wang et.al[1] – focuses on Study of the efficiency of quantum computing by using Grover Algorithm and KNearest Algorithm. 

Khanet.al[9] - In this paper,  This multicell size (MCS) uses a histogram of directed gradient (HOG) using the Support Vector 

Machine (SVM) algorithm  to identify digits from the MNIST digital dataset. In  the experiment, the accuracy was determined 
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using cross validation with 10 fold and an independent test set  for verification, and both accuracy  was found to be 99.26% and 

99.36%, respectively. 

 D. Ge et.al[4] (Development of a high precision handwritten digit recognition detector based on a Convolutional-Neural 

Network) –focuses on determining accuracy and efficiency using a Convolutional neural network of two 32 image layers  and 

another  64 images with some neurons in each layer. After completing the training with  the dataset, found that the neural 

network accuracy was  92.6% for the training set and 90.1% for the test set. Convolutional neural networks are highly accurate 

in deep learning models that provide excellent performance. 

 Al-Wzwazy et.al[5] - We have optimized various SGD algorithms to improve the efficiency of handwritten digit recognition. 

This paper discusses various options such as stride size, kernel, padding, number of layers, and receptive. The MNIST dataset is 

used for testing. With the CNN algorithm, the training parameter has a learning rate of 0.01 and a maximum epoch number of  

4. The accuracy of the 3rd layer Convolutional neural network is 99.76%, and the accuracy of the 4th layer (CNN) detection is 

the highest( 99.76%). For the MINST dataset, the CNN 3-layer model with the optimizer achieved the highest accuracy of 

99.89%. 

III. Methodology 

 
Procedure 

 We have chosen a MNIST dataset from Kaggle website for Handwritten Digit Recognition. 

 Preprocessing of data. 

 We compared machine learning algorithms such as logistic regression, Support Vector Machine, K-nearest neighbor 

and deep learning algorithm CNN for MNIST dataset. 

 Test the efficiency of these algorithms and find precision, recall, f1-score and accuracy.  

Dataset 

The dataset used in the Handwritten digit Recognition is the MNIST dataset. The Modified National Institute of Standards and 

Technology (MNIST) is a Database of the handwritten digits. This is a subset of the larger set which is available from National 

Institute of Standards and Technology (NIST).  

The MNIST database provides researchers with a simple static classification task to help analyze machine learning and pattern 

recognition techniques. The number of digit classes and a sample Handwritten digit images from MNIST test dataset are as 

shown in Fig. 1 and Fig. 2 [2].  

It consists of 60,000 examples as a train set and 10,000 examples as a test set. The dataset is based on grayscale images of 

handwritten numbers, each image having a height and width of 28 x 28 pixels. Each pixel is assigned a value, where 0 

represents a dark pixel and 255 represent a white pixel.  

Both the train and test datasets have 785 columns, the first column is the "label" for handwritten digits (numbers from 0 to 9), 

and the remaining 784 values are for pixel values. In the test, the data is individually labeled to predict the value. 
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               Fig1: Number of digit classes 

 

             Fig 2: Handwritten digit images from MNIST test dataset.   

Logistic Regression 

Logistic Regression is primarily used to handle with the classification problems. This is one of the most popular machine 

learning algorithms and is a supervised learning technique. Given a set of independent variables, this algorithm can be used to 

predict categorical dependent variables. It can be used to classify observations based on different data types, making it easy to 

determine the most effective variables to use for classification. Logistic regression include some benefits such as Easy 

implementation, efficiency in terms of training, simple regularization and computational efficiency [6]. 

The preprocessed training dataset is supplied as input to the logistic regression model to obtain the training accuracy of the 

classifier. After training, the test dataset is passed to the classifier to determine the accuracy of the test. The confusion matrix 

for test data is represented in Fig. 3. Further, Classification reports are used to display metrics such as precision, recall, and f1 

score for each class (0-9). The algorithm obtained a test accuracy of approximately 91.7%. 
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          Fig 3: Confusion matrix using logistic regression of test dataset 

Support Vector Machine 

Support Vector Machine (SVM) is a supervised machine learning algorithm. The aim of the SVM algorithm is to create optimal 

lines or decision boundaries that can divide n-dimensional space into classes so that new data points can be easily placed in the 

correct category. This best decision boundary is called the hyperplane represented in Fig. 4. In this way, we usually plot the 

data items in n dimensional space where n is the number of objects, a particular coordinate represents the value of the object, 

we perform the classification by finding the discriminant hyperplane double layer. It will select the hyperplane that separates 

the layers correctly. SVM chooses extreme vectors to create hyperplane. These extreme cases are called support vectors and 

hence the algorithm is called a support vector machine. There are mainly two types of SVM, linear and nonlinear SVM. In this 

article, we have used Linear SVM to recognize handwritten digits. 

 

        Fig 4: Classification of SVM with hyperplanes and supporting vectors  

A preprocessed training dataset is provided as input to the SVM model to train the classifier. After  training, the test dataset is 

passed to the classifier to predict the label and determine the  accuracy of the test. The probability between the original data and 

the predicted data is expressed using a confusion matrix represented inn Fig. 5. The accuracy, precision, recall, and f1 score for 

each class (0-9) are determined using a classification matrix. The test dataset achieved an accuracy of approximately 91.3%  

using the decision tree classifier. 
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        Fig 5: Confusion matrix using SVM of test dataset 

K- Nearest Neighbor (KNN) 

K-Nearest Neighbor is simple Machine Learning Algorithm that assumes the similarity between new data and available data 

then it keeps the new data in the category which is closest to the available categories. The training phase saves the dataset and, 

as new data is added, categorizes the data into categories that closely resemble the new data. There are two main advantages to 

using the KNN algorithm. That is, it is robust against noisy training data and very efficient when the data is very large [7]. 

KNN is a Lazy learning algorithm i.e. there is no special training of data in the training phase and all the data available for 

training is used. It is a non-parametric learning algorithm because it does not assume anything about the data.  

The preprocessed training dataset is supplied as input to the KNN model to obtain the training accuracy of the classifier by 

using confusion matrix represented in Fig. 6. After training, the test dataset is passed to the classifier to determine the accuracy 

of the test. Classification reports are used to display metrics such as precision, recall, and f1 score for each class (0-9). The 

algorithm obtained a test accuracy of approximately 96.9%. 
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          Fig. 6: Confusion matrix using KNN of test dataset 

Convolutional Neural Networks 

A convolutional neural network (CNN) is a special type of neural network model designed to process 2D image data, but it can 

also be used with 1D and 3D data. The main idea of a convolutional neural network is to alternate between convolutional and 

sub sampling layers at the output, using a multi-layer perceptron [8]. Takes the image as input and categorizes it into a specific 

category for processing. A CNN consists of an input layer, an output layer and a hidden layer. Hidden layers include 

convolution layers, high density layers, and so on, the flow of CNN layer architecture design is as shown in Fig. 7. 

 

       Fig 7: Flowchart representation of CNN layer architecture design. 

We used about 8 hidden layers. These include convolution, pooling, flattening, and dropout layer. Two layers of containment 

are used to reduce over fitting of data. We use a lot of sizes 128 and 12 epochs. The first epoch reached approximately 81.48% 

training accuracy, and then increased in the next epoch. The model achieves a training accuracy of approximately 99.9% and a 

testing accuracy of 99% obtained by using confusion matrix, it is as shown in Fig. 8. 
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         Fig 8: Confusion matrix using CNN of test dataset 

  

 

IV. Results 

In this paper, we trained and tested the handwritten digits from the MNIST database by using various machine learning 

algorithms such as Decision Trees, logistic regression, K-Nearest Neighbor, and deep learning CNN algorithm. 60000 samples 

will be used to train the model and 10000 samples will be used to test the model. Models are compared based on  accuracy, 

precision, recall, and f1 score,  Fig. 9 shows the graphical representations of different algorithm based accuracy. 

For CNN we run about 10 epochs for training and in epoch 1 the training accuracy was found to be 95.3%, increasing to 98.6% 

in epoch 10. People are concerned observed that the CNN model took longer to train than the machine learning models, but 

gave 99% better test accuracy than other models. With the value predictions of all (0-9) classes of the confusion matrix, CNN 

predicts the value more accurately than other models. In machine learning algorithms, K Nearest Neighbor is found to provide 

better model accuracy i.e. 96.8% and support vector machine algorithms. 

                           

                        Fig. 9: Graphical representation of different algorithms based on Accuracy. 
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Table 1: weighted average of Precision, Recall, f1 score & Accuracy of Logistic Regression, Decision Tree, KNN 

and CNN Algorithms. 

 

 

 

 

 

 

 

 

 

V. Conclusion 
In this Handwritten Digit Recognition by Using Comparative Analysis of Machine Learning Algorithms such as 

SVM, Logistic Regression, KNN and a Deep Learning Algorithm like CNN, we implemented these four models for 

handwritten digit recognition using MNIST dataset based on Deep Learning algorithm and Machine Learning 

algorithms. We compared them based on their characteristics and ranked the most accurate model among the four 

models. CNN has been found to provide the most accurate results for handwritten digit recognition. From this, we 

conclude that CNN is best suited for all types of prediction problems, including image data as a input then by 

comparing the execution times of the algorithms, we come to the conclusion that it makes no sense to increase the 

number of epochs without changing the configuration of the algorithm due to the limitations of a particular model, 

and over after a certain number of epochs. Start the dataset with a over fitting and make a biased prediction. 
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