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Abstract— The Internet of Things is founded on the premise that objects in the human living environment can be connected 

to the Internet. Adoption of the Internet of Things cannot be permitted until security issues are addressed. Security solutions 

for the Internet of Things can be built on unique designs such as partitioning a mobile network into clusters managed by a 

cluster head, often known as clustering. However, without any security considerations, the clustering process is vulnerable 

to a variety of security-related internal attacks. A trust management system, which has proven its security efficiency and 

friability in mobile networks, might be used to defend the IoT against rogue nodes within it. In this research, we provide a 

trust-based clustering technique for the Internet of Things. Trust Sensing has played an important part in dealing with 

security concerns. A novel Light Weight Clustered Trust Sensing (LWCTS) Mechanism has been created with the primary 

goal of reducing The amount of energy that IoT nodes use. The LWCTS first clusters the network and chooses highly 

resourced Cluster Heads. Additionally, two components are considered in the proposed trust model: the mobility component 

for trust sensing and the interactive trust factor. The primary purpose of mobility factor inclusion in the network is to reduce 

the number of false positives.  
 

Index Terms: Clustering, Light Weight Clustered Trust Sensing, Internet of things, Wireless Sensor Network.  

  

  

                                                       I.INTRODUCTION  

 

The Internet of Things (IoT) was first proposed in 1998 [1] as an extension of the current Internet, allowing items 

to communicate directly or indirectly with Internet-connected electrical devices. IoT can be defined as a collection 

of independent systems that operate with their own infrastructures, which are built in part on the current Internet 

infrastructure. It includes three types of communication that can take place in restricted areas : person-to- person, 

object-to-object, and machine-to-machine. Using a variety of technologies, including RFID and sensor networks, 

items will be remotely found, identified, monitored, and controlled. This will result in a global and pervasive 

network that will help to construct intelligent and low-consumption cities for residents. Furthermore, the 

connecting of physical items with the Internet should amplify the already enormous network communications 

impact on society on a wide scale, gradually resulting in a genuine paradigm shift [2]. The IoT architecture is 

typically separated into three tiers [3]: the perception layer (context aware tier), the network layer, and the 

application layer. The perceptual layer is an important layer that collects heterogeneous information using physical 
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equipment such as RFID readers, GPS devices, and sensors. The second level is the network layer, which forms 

the heart of the IoT. It integrates numerous wired and wireless networks to accurately communicate information. 

It ensures that information is reliably transmitted from the perceptual layer to the application layer. Finally, the 

application layer delivers personalised services based on the needs of a mobile device.    

  

Security in this network should be included into all layers. However, this cannot be accomplished until Iot security 

concerns are addressed by developing new protocols tailored to Iot characteristics and limits, as security methods 

employed on the Internet are not appropriate for the IoT. Furthermore, IoT encompasses a diverse range of objects 

from multiple contexts, including human surroundings, sensor networks, mobile communications, and the 

Internet. Thus, security solutions should consider heterogeneity and privacy. Traditional security measures, such 

as encryption and key management, are successful against external attacks but useless against internal attacks 

because rogue nodes in a network can act appropriately in some situations but wrongly in others. Thus, 

establishing a trust management system could be useful in mitigating these malevolent behaviours. The Internet 

of Things (IoT) enables bright articles and savvy frameworks to collect and share information globally, allowing 

for smart climate [1]. There is a growing interest in the application of remote detection technologies in many IoT 

scenarios. Given the rapid development of objects and their applications, acquiring and analysing their item 

information is becoming one of the most difficult challenges. Sensor hubs are powered by batteries, so energy-

efficient activities are essential. Thus, it is alluring for the sensor centre point to de-duplicate the data got from the 

connecting centre points before conveying the last data to the central station. Data amassing [2,3] is one of the 

strong systems to clear out data unmistakable dullness and further foster energy efficiency; extending the lifetime 

of distant sensor associations (WSNs). A troublesome issue for information the executives is really convey 

information to important clients. It utilizes practical strategies, for example, proficient stream circulation 

frameworks for IoT [4]. The framework gathers incorporated information streams created from various authorities 

and communicates applicable information to pertinent clients in light of client questions went into the framework 

[5]. Make two new information designs to meet the prerequisites of high proficiency information stream 

engendering in two circumstances, for example, highlight point frameworks and stream proliferation in remote 

transmission frameworks. Evaluation of approaches utilizing genuine world datasets demonstrates the way that 

they can communicate associated information streams more productively than current innovation [6]. In IoT 

progresses, various information arrangements are suggested for proficient information handling and negligible 

information recuperation. This incorporates putting away brought together information, like the cloud framework, 

on neighbouring circulation frameworks. Savvy urban communities are the useful execution of IoT, which plans 

to furnish individuals with productive, solid and secure applications, for example, water, power and transportation 

through sane administration [7].  

   

                                                     II. METHODOLOGY  

 

A. LIGHT-WEIGHT CLUSTERED TRUST SENSING (LWCTS)  

In this paper a new trust sensing mechanism called Light- Weight Clustered Trust Sensing Mechanism for IoT 

(LWCTS_IoT) is proposed. Initially, the proposed model employs a clustering mechanism to group up the nodes 

in IoT. Euclidean distances between IoT nodes are computed in order to perform the grouping. Among the 

clustered nodes one node is selected as the cluster head which has huge resources. Furthermore, trust sensing is 

implemented through which the CH senses the trustworthiness of other CHs for forwarding the data to the 

destination. In IoT, the destination lies very far away from the source. Hence even the CH needs additional nodes 

to forward the data to the destination. For this purpose, the CH senses the trust worthiness of other CHs and selects 

one CH for forwarding the data. In the phase of trust sensing, the CH nodes measure the interactive trust and 

mobility factors to find a more secure and trustworthy node that can ensure a great QoS and data security.  

  

B. Clustering  

In an IoT network, the nodes have limited energy, bandwidth, memory, and processing capabilities. Hence if the 

entire nodes are engaged to execute the tasks, then they will show a huge impact on the network lifetime. 

Moreover, the IoT nodes process data that are larger, and the additional processing tasks make the nodes die 

quickly. The CH is tasked with doing the majority of the processing work, and the IoT nodes are grouped together 

to lessen this extra load. The CH needs more resources in order to complete the significant processing task. Hence 

CH is selected based on the energy means among the cluster nodes the nodes which are rich in resources are 
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selected as CHs. Here the normal nodes (cluster nodes) execute the simple task data transfer, while the CH 

executes the data collection from multiple IoT nodes and forwards for further CH or destination. The IoT node is 

only responsible to send its data after sensing. Once the data from each cluster node are received at CH, then it 

finds and forwards the received data to the destination or next CH (if the destination lies far from the CH, then it 

seek the help of other CHs). If the data is within the destination's communication range, the CH will send it 

immediately; otherwise, it will send it in numerous hops as needed [21–23]. Think of an Internet of Things network 

that has N connected nodes. let it be n1, n2, n3, . . . ., nN, the clustering is implemented based on the following 

expression  

  

Ed(ni, nj) = √(xj − xi)
2 

+ (yj − yi)
2

 where d(ni, nj) is the Euclidean distance between the node ni and nj. (xi, yi) is 

the location coordinates of ni, (xj, yj) is the location of coordinates of the node nj. In this manner, the Euclidian 

distance is measured from one    node to another node and we construct a distance matrix as follows  

  

     Ed=  

[
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                                                         Figure1: Simple clustered IoT network  

 

where Edij is the Euclidian distance between two nodes ni and nj, where i and j vary from 1 to N. After the 

construction of the distance matrix, we compute the neighbor nodes for every node based on the following 

expression: Ndi = find (dij ≤ Ci(ni)) (3) where Ci(ni) is the communication range of the node ni and Ndi is the 

neighbor nodes of the node ni whose distance with the node ni is less than the communication range Ri of the node 

ni. Once the neighbor nodes are measured for every node, one node is selected as CH which has huge resource 

availability. In this situation, it can be concentrated on the selection of non-common nodes as CHs. There is a 

chance of a single node getting selected as CH for multiple clusters, to mitigate this problem. If it is observed a 

common CH for two groups then they are merged and formulated into a single cluster with only one CH selected 

which has higher resource availability.   

  

C. Trust Sensing  

 LWCTS-IoT considers two simple factors for trust sensing: Interaction Trust (IT) factor and Nobleness Trust (NT) 

factor. The IT is evaluated in two phases: Forward Interaction Trust (FIT) and Recommended Interaction Trust  

(RIT). Next, the Nobleness trust is measured based on the packets forwarded by the next hop neighbor node. 

Finally, a composite factor called Trust Sensing Factor (TSF) is computed by combining these two factors. 

Furthermore, it can be included the mobility factor alleviate the effect of mobility in the IoT. For a node in an IoT 

network that needs to transmit its information, it determines the best path toward the node to which the information 

has to transmit, through the most trustworthy nodes can ensure reduced energy consumption and secure data 

transmission. Initially, the source node forwards the data to its respective cluster head followed by the destination. 
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During this process, the CH finds an optimized path to the destination node by the computation of TSF for the 

very next hop cluster head.  

  

D. Interactive Trust  

The computation of interactive trust is implemented according to the past communication interactions those were 

among the nodes in the network. Here considered all possible communication interactions such as the interactions 

during the packet transmission, packet receptions, control packets transmission, control packet receptions, etc. For 

a given node pair, the greater rate of interactive trust indicates good trust and a smaller value of interactive trust 

signifies lesser trust. However, as this interaction between nodes increases, it also has a drawback which resembles 

the Denial of Service (DoS) attack. In this threat scenario, the attacker tries to deplete the resources of 

compromised nodes by sending the packets continuously. Continuous transmission of packets results in a larger 

number of interactions and at this condition, the node which was trying the trustworthiness of another node may 

misunderstand that the receptive node is trustworthy due to the larger IT. Hence it is defined as an interaction 

threshold means for a given node pair, if they have interactions within the threshold range, then only it is 

considered trustworthy, otherwise malicious, and can be declared as a malicious node. The Recommended 

Interactive Trust (RIT) and Forward Interaction Trust (FIT) are the two stages in which the IT is measured. The 

details of FIT and RIT evaluation are demonstrated in Figure.  

  

E. Forward Interaction Trust (FIT)  

In IoT, the node’s behaviour is supervised through the nodes that lie in its communication range or are simply 

called neighbor nodes. FIT is an observation regarding the nature of packet forwarding nature of nodes in the 

network. A simple and lightweight trust computation is proposed here for the calculation of FIT. Consider p and 

q to be the IoT nodes, the FIT between them is computed as   

  

𝐹𝐼𝑇𝑝𝑞 =α × FITP(b)(p, q) + β × FITN(b)(p, q)   

  

where FITP(b)(p, q) is the Forward interaction trust of node q for node p according to the positive behaviour of 

node q observed in the past interactions; FITN(b)(p, q) is the Forward interaction trust of node q for node p 

according to the negative behaviour of node q observed from the earlier interactions. Here P(b) signifies the 

positive attitude of nodes or it also denotes the good attitude, i.e. for any interaction request kept by any node in 

the network, if q was answered within the given instance of period, then it is treated as the positive attitude of 

node q. In this situation, the request may be an RREQ for route discovery or a data packet for further forwarding. 

For any kind of request, the node needs to give a positive response, and then only it will get added to its positive 

behaviour. For a data packet sent from node p to node q, if node q didn’t  

  

  

 

 

 

 

 

 

 

 

 

 

 

                                                                    Figure2: (a) FIT,(b) RIT  

  

If it does not reply within the allotted time frame (by acknowledging or by forwarding to the next hop node), then 

its good behavior will be diminished. Next, N(b) denotes the negative attitude of the node or simple it can be 

called bad behaviour, means for any communication request put by any node p in the network, if the node q has 

not replied properly within the instance of time given, then it would be treated as negative attitude. This may 



Journal   of Science and Technology  

ISSN:  2456-5660 Volume 9, Issue 4 (April -2024)  

DOI:https://doi.org/10.46243/jst.2024.v9.i4.pp74-83   

  
 

happen due to so many reasons and hence for a single instance of negative behaviour, cannot conclude that the 

node has become malicious. Hence, node p keeps on monitoring node q for particular instances, and this only 

decides whether it was malicious or not. Next, the two constants (α and β) are used to signify the weightage of 

positive and negative attitudes of nodes, respectively. At the forwarding stage, depending on the FIT(p, q) value, 

the sensed node in the IoT network decides whether the receiving node is trustworthy or not. In the case of the 

positive and negative behaviour calculation process, it is considered the response as the main reference parameter 

to judge the attitude of the node. At this instant, the packet forwarding factor is considered to assess these two 

behaviours. For example, if an intermediate node is there at which the packet has been received, it does not work 

out anything with the packet if it was trustworthy. It checks for the next hop ID and forwards it to the respective 

next hop neighbor node simply. As a result, the packet forwarding factor is taken into consideration as an 

additional reference parameter for determining a node's reliability. Mathematically, the expression for packet 

forwarding factor FP is expressed as  

                                

𝐹𝑝(t) =  𝐶𝑓(0,𝑡−1)  
                     𝑇𝑓(0,𝑡−1) 

where Cf (0,t−1) the total number is correctly forwarded packet from the starting time o to earlier time instance 

t−1 and Tf (0,t−1) is the total number of packets Forwarded actually from node p to q from starting time 0 to 

earlier time instance t−1. Both values Cf (0,t−1) and Tf (0,t−1) are the cumulative values from time 0 to t. Here 

correct forwarding means the forwarder node forwards the packets to its next hop node correctly (no modification). 

In the case of modification, the packet sent node may not receive the acknowledgment within the specific time 

interval). At this instant, there is a possibility to introduce the malicious information into the packets by forwarding 

nodes which makes the packet reach malicious parties of some other part of the network. For instance, if a 

malicious node forwards a packet after tampering with data it is not considered correct forwarding. If the sender 

notices this illegal notification, then the Cf (0,t−1) value is decreased. Based on these two reference parameters, 

the forward interaction trust is measured as  

 

          FITP(b)(p, q)=𝐹𝑝(t) ∗ P(b) and  

  

          FITP(b)(p, q)=𝐹𝑝(t) ∗ P(b)  

  

Based on these expressions, the FIT of the node q is measured by the node p before every packet transmission. 

For example, consider the on–off attack which is the common significant attack that occurs in Ad-Hoc networks 

in which the weight parameters behave in a self-adaptive manner. These two weights are linked to time with an 

exponential relation. Depending on the lapse’s period, the weights are measured as α = 1/eσ1(tc−(tc−1)) and β = 

1/eσ2(tc−(tc−1)), where tc is the current time of interaction and tc − 1 is the time instance at which the nodes have 

communicated previously. Next σ1 and σ2 signify the positive and negative behaviour’s strength decay 

exponentially, respectively, where tp > tp − 1 ≥ 0 and σ1 > σ2 ≥ 0. From a generalized analysis, it can be understood 

that with an increase in the time elapsed, the FIT declines.   This illustration explores that the current 

communication interactions incurred between nodes are much more significant than the communication 

interactions incurred between nodes. As the value of time elapsing increases, the two weight parameters follow 

an inverse relation, i.e. as α values increase, β values decrease, and vice versa. This denotes that the node has more 

memory about the bad attitude of other nodes.  

  

F. Recommended Interactive Trust (RIT)  

RIT is the trust provided by other nodes which are common neighbours for two communicating nodes. In RIT, for 

a specific IoT node in the network, the trust is assessed that depends on the beliefs of its surrounding IoT nodes. 

The RIT is an accumulated form of opinions obtained from different neighbor nodes of two nodes p and q. Here 

p is the trust evaluator node and node q is the trust evaluated node. For a given two IoT nodes p and q, the RIT is   

computed as  

           

                𝑅𝐼𝑇𝑝𝑞=𝐹𝐼𝑇𝑝𝑟 ∗ 𝐹𝐼𝑇𝑟𝑞  

  



Journal   of Science and Technology  

ISSN:  2456-5660 Volume 9, Issue 4 (April -2024)  
                                                                                     DOI:https://doi.org/10.46243/jst.2024.v9.i4.pp74-83   

  
 

where 𝐹𝐼𝑇𝑝𝑟 is the FIT between node p and node r, and 𝐹𝐼𝑇𝑟𝑞 is the FIT between node r and node q. Here node r 

is a common neighbor node of p and q which has a direct link with them. Since the node has a direct link with 

both nodes, it can have its own FIT value with the respective node. Hence, it is formulated the RIT as the product 

of two FITs for a single common neighbor node. For more common neighbor nodes, the above expression changes 

as  

             𝑅𝐼𝑇𝑝𝑞 𝐶𝑐𝑐=1 𝐹𝐼𝑇𝑝𝑐 ∗  𝐹𝐼𝑇𝑝𝑐  

  

where C is the total number of common neighbor nodes between the node p and the node q. The major advantage 

of RIT is (1) lower convergence time and speedy process. (2) Early identification and removal of rogue nodes. 

RIT enables the nodes that do not succeed in observing the behaviour of their neighbor nodes due to the limited 

resource constraints.  

  

G. Total Trust  

The overall trust is measured by combining Direct Trust and Recommended Trust.    

  

 

 

 

 

 

 

 

 

 

 

 

 

                                          Figure3: Total trust evaluation 

  

Mathematically the Total Trust is represented by integrating the Forwarding Interactive Trust and Recommended 

interactive trust as  

                         𝑇𝑝𝑞=𝐹𝐼𝑇𝑝𝑞 ∗ 𝑅𝐼𝑇𝑝𝑞  

Where 𝑇𝑝𝑞 is the total trust between the nodes p and q 𝐹𝐼𝑇𝑟𝑞 is the forward interactive trust obtained from the 

direct observations of the node p on the behaviour of the node q and 𝑅𝐼𝑇𝑝𝑞 is the recommended interactive trust 

gained by the node p from the common neighbor nodes of the node q. Figure shows the computation of total trust 

evaluation. As shown in Figure, the trust nodes p and q are evaluated as  

  
. 

                  𝑇𝑝
𝑞
=𝐹𝐼𝑇𝑝𝑞 +∑ 𝑅𝐼𝑇𝑝𝑞  

𝑐∈𝑠,𝑢,𝑟,𝑡 

  

𝑇𝑝𝑞=𝐹𝐼𝑇𝑝𝑞+14 (𝑅𝐼𝑇𝑠𝑝𝑞 +𝑅𝐼𝑇𝑢𝑝𝑞 +𝑅𝐼𝑇𝑟𝑝𝑞 +𝑅𝐼𝑇𝑡𝑝𝑞 )  

𝑇𝑝𝑞=𝐹𝐼𝑇𝑝𝑞+14((𝑅𝐼𝑇𝑝𝑠 ∗𝑅𝐼𝑇𝑠𝑞)+(𝑅𝐼𝑇𝑝𝑢 ∗ 𝑅𝐼𝑇𝑢𝑞)+(𝑅𝐼𝑇𝑝𝑟 ∗𝑅𝐼𝑇𝑟𝑞)+(𝑅𝐼𝑇𝑝𝑡 ∗  𝑅𝐼𝑇𝑡𝑞))  

  

H. Mobility Factor  

In most of the earlier developed trust models, the trust evaluation is implemented based on forward and 

recommended trusts only. However, most of them neglect that different periods of interactions have different 

impacts on trust evaluations. For instance, the packet loss that occurred in the previous time interval has a high 

impact on the trust values than that in the earlier intervals. The main reason behind this issue is the mobility of 
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nodes in IoT. Due to the mobility of nodes, they move away from the nodes which cause lose the overhearing of 

nodes’ retransmission. For a sender node that sent the packet to its next hop nodes, it has to make sure to overhear 

the retransmission of that particular packet to its next hop node in a promiscuous mode of operation in the IoT 

network. A successful overhearing only reveals the successful packet delivery to the intended destination. If the 

sender node overhears the packet forwarding from the next hop node, then only it is treated as successful 

interaction or else it is declared as malicious behaviour. In some cases where the sender is not able to overhear the 

retransmission of its packet even though it happened or a destination node is at the unreachable position due to 

the wrong information regarding its routing, then the forwarding node is declared as a malicious node. Due to this 

reason, mobility is an important factor that needs to be considered during the trust computation. A node can 

evaluate the mobility mechanism or feature of its neighbor node by measuring the rate of link changes in the 

neighbourhood. The such link change rate is used to examine reasons for packet loss. The rate of link changes at 

the node in the IoT network na is mathematically determined as  

   

                      ρ(q) = α(q) + β(q)   

  

where ρ(q) is the rate of link changes at the node q, α(q) is the link arrival rate, and β(q) is the link breakage rate 

experienced by the node q. Consider α(q)max is the maximum link arrival rate β(q)max is the maximum link 

breakage rate, based on results shown in the link change rate that is formulated as  

  

          α(q)max + β(q)max = 2.σ (q)  

  

Then the rate of link changes can be determined as  

                       ρ =𝛼(𝑞) + 𝛽(𝑞)  
2.𝜎 (𝑞) 

  

Based on Equation, the probability of successful packet forwarding to the rate of link changes is formulated as   

  

                       p(q) = 1 − ρ   

  

rate of link changes indicates a more dynamic nature and consequence to less probability of successful packet 

forwarding. Finally, the node na computes the node q_s trustworthiness according to the mobility rate of the link 

changed the overall trust is modified as  

   

                                𝑇𝑝𝑞  p(q)  

  

Here the final Tq p signifies the trustworthiness of the node q to its neighbor node’s rate of the link changes. The  

Main advantage of the involvement of the mobility factor in trust computation is to ensure accurate identification 

of malicious nodes. For instance, if a packet was dropped at the node q and the node p is not able to overhear its 

retransmission, then it will check for mobility or ρ at the node q. Based on the probability of successful packet 

forwarding linked with ρ the node p decides whether the packet was dropped due to malicious activity or the not. 

If the probability of successful packet forwarding is less and ρ is high, then the node declares that  the node q is 

not malicious and retransmits the packet to it again.  

 

                                                                               III. RESULTS  

 

In this section, the Results of proposed method are discussed. They are Malicious Detection Rate (MDR), False 

Positive Rate (FPR), False Negative Rate (FNR), Average Energy Consumption (AEC), Packet Delivery Ratio 

(PDR) and Average Trust (AT). 
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Figure4: Malicious Detection Rate 

 

The MDR is more for the proposed LWCTS mechanism. When there are more malicious nodes in the network 

then there is a possibility to have various attacks in nodes. possibility to have various attacks in nodes. In the 

proposed system the sender node senses the trust to send the packets to receiver based on the Recommended 

Interaction Trust (RIT)  

 

 

 

 

 

 

 

 

 

                   Figure5: False Negative Rate  

FPR and FNR are the two execution parameters that explore the data approximately the negative execution or 

terrible execution in the location applications. These two parameters precisely take after inverse characteristics of 

MDR. This implies as the MDR increments, the FPR and FNR diminish and bad habit versa. The FNR is the one 

metric which measures the adversely identified hubs (for a given pernicious hub, the framework is identified as a 

non-malicious hub).   

 

 

 

 

 

 

 

                      Figure6: False Positive Rate  



Journal   of Science and Technology  

ISSN:  2456-5660 Volume 9, Issue 4 (April -2024)  

DOI:https://doi.org/10.46243/jst.2024.v9.i4.pp74-83   

  
 

Essentially, the FPR is the one metric that measures the contrarily recognized hubs (for a given non malicious hub, 

the framework is identified as a malicious node). In our approach, we have included the mobility factor to decrease 

the untrue positives tally, i.e. decrease of wrong location. In the IoT organize, due to the possibility of portability 

presence for IoT hubs, they may drop the packets if they move out of the communication extend of a sender hub. 

In such kind of circumstance, the sender node may misconstrue and may pronounce the individual node became 

noxious. This is a off-base statement because actually the bundle is dropped due to portability but not due to the 

assaults. If the sender hub pronounces the receiver node as malevolent, the negative behaviour of the receiver 

node increments and the remaining hubs in the network also take after the same supposition which results in a 

great loss. This kind of circumstance increments the FPR and to fathom this issue, we have connected the believe 

of a node with its versatility.  

 

 

 

 

 

 

 

              Figure7: Packet Delivery Ratio  

 

Figure7 shows, the packet delivery ratio of proposed system. A more secure arrangement has a lower bundle 

misfortune and a taller bundle conveyance. In the secure arrange, the data transmitted are secure and effectively 

convey to the aiming goal. Accordingly, the packet conveyance proportion continuously takes after an inverse 

connection with nocuous nature. From Figure, we can see that the proposed LWCTS-IoT has picked up a good 

PDR.  

 

             Figure8: Average Energy Consumption  

  

The hubs in IoT are vitality obliged and if they are subjected to more preparing errands, at that point their energy 

will get exhausted rapidly and they will kick the bucket. Thus, energy subjected to the preparing errands.  

  

Figure 9 appears the subtle elements of normal believe values of normal, trustworthy, and trust thresholds. This 

plot is drawn after the perception of 10 recreation tests. In every reenactment test, we have measured the average 

believe of ordinary hubs and noxious hubs. From this figure, we can see that the malevolent hubs is much veering 

off and they were perfectly differentiated due to the plan of an were perfectly differentiated due to the plan of an 

optimal trust edge.  

  

.  
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                                        Figure9: Average Trust  

 

IV.DISCUSSION  

 

Trust-aware data transmission is a prime concern in IoT because the Internet is an open source that allows different 

devices to join and leave the network randomly. Due to this open nature, the devices connected to the network can 

suffer from serious threats. To ensure a secure data transmission in the IoT network, it is proposed a lightweight 

clustered trust sensing mode can provide better security along with a better Quality of Service to the network. The 

newly proposed clustering mechanism can provide the network with a greater network lifetime by reducing the 

energy consumption at normal nodes. Simultaneously, the proposed trust sensing model helps in the identification 

and isolation of malicious nodes from the network. For experimental validation, it is realized the proposed concept 

through an extensive simulation by varying the malicious nature of the network. The obtained results had proven 

that the proposed LWCTS-IoT is effective in the provision of QoS and security. In this work, the proposed model 

operated with the static node environment where the chance of hotspot node problem is high. This constraint 

degrades the overall performance of the IWSN. In future work, it can be extended to consider both static and 

mobile nodes in the sensing region. The mobile node can travel across the sensing area which mitigates the hotspot 

node problem in IWSN.  
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