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ABSTRACT 

Publishing datasets plays an essential role in open data research and promoting transparency of 

government agencies. However, such data publication might reveal users’ private information. One of 

the most sensitive sources of data is spatiotemporal trajectory datasets. Unfortunately, merely removing 

unique identifiers cannot preserve the privacy of users. Adversaries may know parts of the trajectories 

or be able to link the published dataset to other sources for the purpose of user identification. Therefore, 

it is crucial to apply privacy preserving techniques before the publication of spatiotemporal trajectory 

datasets. In this paper, we propose a robust framework for the anonymization of spatiotemporal 

trajectory datasets termed as machine learning based anonymization (MLA). By introducing a new 

formulation of the problem, we are able to apply machine learning algorithms for clustering the 

trajectories and propose to use k-means algorithm for this purpose. A variation of k-means algorithm is 

also proposed to preserve the privacy in overly sensitive datasets. Moreover, we improve the alignment 

process by considering multiple sequence alignment as part of the MLA. The framework and all the 

proposed algorithms are applied to T-Drive, Geolife, and Gowalla location datasets. The experimental 

results indicate a significantly higher utility of datasets by anonymization based on MLA framework. 

Keywords: Preserving Privacy, Big Bata, Machine Learning Algorithms, Spatiotemporal, Trajectory 

Datasets. 

1. INTRODUCTION 

In the contemporary era of big data, the practice of publishing datasets plays a crucial role in advancing 

open data research and fostering transparency within government agencies. However, this seemingly 

beneficial practice raises concerns about the potential compromise of users' private information inherent 

in the published data. Among the most sensitive data sources are spatiotemporal trajectory datasets, 

which, when left unprotected, can expose individuals to privacy breaches. The conventional method of 

merely removing unique identifiers from such datasets proves insufficient to safeguard user privacy. 

Sophisticated adversaries could discern fragments of trajectories or establish connections between the 

published dataset and external sources, thereby facilitating user identification. Recognizing this 

vulnerability, it becomes imperative to employ privacy-preserving techniques prior to the dissemination 

of spatiotemporal trajectory datasets. In response to this challenge, this paper introduces a robust 

anonymization framework specifically tailored for spatiotemporal trajectory datasets, termed as the 
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Machine Learning-Based Anonymization (MLA) framework. The novelty of this approach lies in its 

innovative formulation of the problem, allowing for the application of machine learning algorithms to 

cluster trajectories effectively. The proposed framework leverages the widely-used k-means algorithm 

for trajectory clustering, presenting a refined variation to ensure privacy preservation in datasets with 

heightened sensitivity. Additionally, the alignment process is enhanced through the incorporation of 

multiple sequence alignment as an integral component of the MLA framework. To validate the efficacy 

of the proposed framework and algorithms, extensive experiments are conducted on prominent 

spatiotemporal trajectory datasets, namely T-Drive, Geolife, and Gowalla. The experimental results 

notably demonstrate a substantial enhancement in the utility of the datasets achieved through 

anonymization based on the MLA framework. This research not only contributes to the growing body 

of knowledge in privacy preservation but also offers a practical and effective solution to a critical 

concern in the era of big data and open data initiatives. The contemporary landscape of open data 

research and government transparency, marked by the widespread publication of datasets, introduces a 

critical problem concerning the compromise of users' privacy. This issue is particularly pronounced in 

spatiotemporal trajectory datasets, which, if not properly protected, pose a substantial risk to individual 

privacy. The conventional practice of merely removing unique identifiers from these datasets proves 

inadequate, as sophisticated adversaries can exploit partial trajectory information or link the published 

data to external sources for the explicit purpose of identifying users. Consequently, there exists a 

compelling need for pre-emptive privacy-preserving measures to be applied before the dissemination 

of spatiotemporal trajectory datasets. This problem statement underscores the urgency of developing 

effective techniques to safeguard user privacy in the context of open data initiatives, especially in 

datasets characterized by the intricate and sensitive nature of spatiotemporal trajectories. The 

motivation behind this research is rooted in the growing significance of open data research and 

government transparency juxtaposed against the increasing concerns regarding user privacy. With the 

widespread practice of publishing datasets, particularly spatiotemporal trajectory datasets, the inherent 

risk of privacy breaches has become a paramount issue. The conventional methods of data de-

identification, such as removing unique identifiers, have proven insufficient in protecting user privacy, 

leaving room for adversaries to exploit trajectory information or cross-reference datasets for user 

identification. In response to these challenges, the research is propelled by a compelling motivation to 

pioneer robust privacy-preserving techniques specifically tailored for spatiotemporal trajectory 

datasets. By addressing the vulnerabilities associated with conventional anonymization methods, this 

research aims to contribute practical and effective solutions that enhance the privacy protection 

mechanisms in the era of open data. The overarching goal is to strike a balance between the imperative 

of transparent information sharing and the critical need to safeguard individual privacy, fostering a more 

secure and responsible landscape for open data initiatives. 

2. LITERATURE SURVEY 

Publication of data by different organizations and institutes is crucial for open research and transparency 

of government agencies. Just in Australia, since 2013, over 7000 additional datasets have been 

published on ’data.gov.au,’ a dedicated website for the publication of datasets by the Australian 

government. Moreover, the new Australian government data sharing legislation encourage government 

agencies to publish their data, and as early as 2019, many of them will have to do so [2]. Unfortunately, 

the process of data publication can be highly risky as it may disclose individuals’ sensitive information. 

Hence, an essential step before publishing datasets is to remove any uniquely identifiable information 

from them. However, such an operation is not sufficient for preserving the privacy of users. Adversaries 

can re-identify individuals in datasets based on common attributes called quasi-identifiers or may have 

prior knowledge about the trajectories traveled by the users. Such side information enables them to 

reveal sensitive information that can cause physical, financial, and reputational harms to people. 
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 One of the most sensitive sources of data is location trajectories or spatiotemporal trajectories. Despite 

numerous use cases that the publication of spatiotemporal data can provide to users and researchers, it 

poses a significant threat to users’ privacy. As an example, consider a person who has been using GPS 

navigation to travel from home to work every morning of weekdays. If an adversary has some prior 

knowledge about a user, such as the home address, it is possible to identify the user. Such an inference 

attack can compromise user privacy, such as revealing the user’s health condition and how often the 

user visits his/her medical specialist. Therefore, it is crucial to anonymize spatiotemporal datasets 

before publishing them to the public. The privacy issue gets even more severe if the adversary links 

identified users to other databases, such as the database of medical records. That is the very reason why 

nowadays most companies are reluctant to publish any spatiotemporal trajectory datasets without 

applying an effective privacy preserving technique. 

A widely accepted privacy metric for the publication of spatiotemporal datasets is k-anonymity. This 

metric can be summarized as ensuring that every trajectory in the published dataset is indistinguishable 

from at least k − 1 other trajectories. The authors in [3], adopted the notion of k-anonymity for 

spatiotemporal datasets and45d5vvv  proposed an anonymization algorithm based on generalization. 

Xu et al. [4] investigated the effects of factors such as spatiotemporal resolution and the number of users 

released on the anonymization process. Dong et al. [5] focused on improving the existing clustering 

approaches. They proposed an anonymization scheme based on achieving kanonymity by grouping 

similar trajectories and removing the highly dissimilar ones. More recently, the authors in [6] developed 

an algorithm called k-merge to anonymize the trajectory datasets while preserving the privacy of users 

from probabilistic attacks. Local suppression and splitting. 

Lack of a well-defined method to cluster trajectories as there is not an easy way to measure the cost of 

clustering when considering the distances among trajectories rather than simply the locations. • The 

existing literature focuses on pairwise sequence alignment, which results in a high amount of 

information loss [3], [6], [8]–[10]. • There is no unified metric to evaluate and compare the existing 

anonymization methods. 

In this paper, we address the mentioned problems by proposing an enhanced anonymization framework 

termed machine learning based anonymization (MLA) to preserve the privacy of users in the publication 

of spatiotemporal trajectory datasets. MLA consists of two interworking algorithms: clustering and 

alignment. We have summarized our main contributions in the following bullet points. 

By formulating the anonymization process as an optimization problem and finding an alternative 

representation of the system, we are able to apply machine clustering algorithms for clustering 

trajectories. We propose to use k 0 -means 1 algorithm for this purpose, as part of the MLA framework. 

 We propose a variation of k 0 -means algorithm to preserve the privacy of users in the publication of 

overly sensitive spatiotemporal trajectory datasets. • We enhance the performance of sequence 

alignment in clusters by considering multiple sequence alignment instead of pairwise sequence 

alignment. 

We propose a utility metric to evaluate and compare the anonymization frameworks. MLA and all 

algorithms associated with it are applied on two real-life GPS datasets following different distributions 

in time and spatial domains. The experimental results indicate a significantly higher utility levels while 

maintaining k-anonymity of trajectories. 

 3.  PROPOSED SYSTEM 
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The above techniques are not reliable as malicious users can identify how to crack groups and noise 

data to know user location. To overcome from this problem author has introduce Machine Learning 

based data privacy preserving technique which consists of 3 models and these 3 models will provide 

more security and anonymize or generalized which cannot be easily understand or crack. 

1) Clustering model: in this model user locations will be clusters by using KMEANS algorithm 

and then calculate loss value. Loss value indicates difference between correct value and 

predicted value and the lesser the loss the better is the algorithm. The loss value will be saved 

to compare with Dynamic Sequence Alignment Loss and this Dynamic Sequence is called as 

Heuristic Clustering Algorithm. 

2) Dynamic Sequence Alignment: In this module or algorithm we will take location form cluster 

member and then take random locations from original dataset and both this records will be 

aligned to get location which has minimal loss. 

3) Data Generalization: in this module user location will be generalized or anonymised by 

summing up location with loss values. 

 

 

Figure 1 : Architecture diagram of proposed Model 

Future work 

Unfortunately, merely removing unique identifiers of users cannot protect their privacy, as databases 

can be linked to each other based on their quasi-identifiers. Doing so, adversaries can reveal sensitive 

information about the users and compromise their privacy. In this section, we review the existing 

approaches for the anonymization of spatiotemporal datasets. 

Module implementation 

Full-domain generalization: This technique emphasizes on the level that each value of an attribute is 

located in the generalization tree. If a value of an attribute is generalized to its parent node, all values 

of that attribute in the dataset must be generalized to the same level.  

• Subtree generalization: In this method, if a value of an attribute is generalized to its parent node, all 

other child nodes of that parent node need to be replaced with the parent node as well .  

• Cell generalization: This generalization technique considers each cell in the table separately. One cell 

can be generalized to its parent node while other values of that attribute remain unchanged. 
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Overview of the MLA Framework 

demonstrates the overview of our proposed framework. The original dataset and the value of k are the 

inputs of the framework, and the output is the anonymized dataset preserving the privacy of users. The 

MLA framework consists of three mechanisms working together to anonymize spatiotemporal datasets, 

i.e., clustering, alignment, and generalization. A short description of each mechanism is provided as 

follow. 

Clustering: At the highest level of the MLA framework, clustering is applied to seek for the most 

suitable grouping of trajectories that minimizes information loss. We propose to use k 0 -means 

clustering algorithm and a variation of it for overly sensitive datasets. Moreover, to have a baseline for 

comparison purposes, we develop a heuristic approach to cluster datasets. Our proposed clustering 

approaches are elaborated in Section  

K-means Clustering 

K-means is a widely used clustering algorithm that partitions a dataset into distinct groups, or clusters, 

based on similarity between data points. The algorithm's objective is to minimize the within-cluster 

sum of squared distances, effectively grouping data points that are close to each other while 

maintaining a certain number of clusters, denoted by 'k'. The working principle of K-means involves 

iteratively assigning each data point to the cluster whose mean (centroid) is closest and then 

recalculating the centroids. This process continues until the centroids no longer change significantly 

or a specified number of iterations is reached. 

The mathematical representation of K-means includes defining the objective function that the algorithm 

aims to minimize. 

Let X={x1,x2,...,xn} be the dataset with 'n' data points, and 

 C={c1,c2,...,ck} be the set of cluster centroids.  

The objective function J is defined as 

 

Here 

 

 represents the squared Euclidean distance between data point xi and centroid cj. The algorithm iterates 

through two steps: the assignment step, where each data point is assigned to the nearest centroid, and 

the update step, where the centroids are recalculated based on the current assignments. The process 

continues until convergence, ensuring the centroids represent the mean of the data points within each 

cluster. 

The assignment step is defined as follows: 
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This equation assigns each data point Xi to the cluster Si whose centroid cj minimizes the squared 

distance. 

The update step calculates the new centroids based on the current assignments: 

 

Here, ∣Sj∣ represents the number of data points assigned to cluster j. 

The key idea behind K-Means is to minimize the sum of squared distances between data points and 

their respective cluster centers. 

 

Here's how it works: 

 

Step 1: Initialization: 

• Randomly select K initial cluster centroids (centers), where K is the predetermined number of 

clusters. 

• These initial centroids can be chosen from the data points themselves or using other methods 

for better convergence. 

Step 2: Assignment Step (Expectation Step): 

• For each data point, calculate its distance to each of the K cluster centroids. 

• Assign the data point to the cluster whose centroid is closest (typically using Euclidean 

distance). 

• This step forms K clusters based on the initial centroids. 

Step 3: Update Step (Maximization Step): 

• Recalculate the cluster centroids by taking the mean of all data points assigned to each 

cluster. 

• These new centroids represent the "center of mass" for each cluster. 

Step 4: Repeat Steps 2 and 3: 

• Iterate between the Assignment and Update steps until one of the stopping criteria is 

met: 

• Convergence: When the centroids no longer change significantly. 

• A predefined number of iterations is reached. 

Step 5: Output: 

• The final output of the K-Means algorithm is K clusters, where each data point belongs 

to one of the clusters. 

Step 6: Interpretation: 

• Once the clustering is complete, we can analyze and interpret the results. Each cluster 

represents a group of similar data points, and we can examine the characteristics and 

behaviors of each cluster. 

 

4. RESULTS AND D10ISCUSSION  

4.1 Implementation description 

The Python script using the Tkinter library to create a graphical user interface (GUI) for a framework 

aimed at preserving privacy in the era of big data. The main functionalities include uploading a taxi 

trajectory dataset, preprocessing the dataset, running a KMeans clustering algorithm with a DynamicSA 
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(Dynamic Social Anonymization) algorithm, performing data generalization, and displaying a loss 

comparison graph. 

Let's break down the implementation description: 

⎯ Import Statements: The script imports necessary modules and libraries, including Tkinter for GUI, 

NumPy for numerical operations, Pandas for data manipulation, BioPython for bioinformatics-

related functionalities, and scikit-learn for machine learning operations. 

⎯ Global Variables: Global variables are declared to store information about the dataset, training data, 

cluster labels, and various loss metrics. 

⎯ GUI Setup: The Tkinter GUI is set up with a main window titled "Preserving privacy in the era of 

big data a ML based anonymization framework." Buttons are created for uploading the dataset, 

preprocessing, running the KMeans with DynamicSA algorithm, data generalization, and 

displaying a loss comparison graph. 

⎯ Function Definitions: 

uploadDataset: Prompts the user to upload a taxi trajectory dataset, reads the data using Pandas, and 

displays the first few records in the Tkinter Text widget. 

processDataset: Handles the preprocessing of the dataset by filling NaN values and extracting 

relevant columns. 

dynamicSA: Implements the DynamicSA algorithm, which involves comparing sequences and 

choosing records based on alignment scores. 

runKmeansSA: Applies the KMeans clustering algorithm to the dataset, evaluates the accuracy, and 

performs dynamic social anonymization. It calculates and displays KMeans and heuristic losses. 

dataGeneralization: Performs generalization on the processed trajectory data by adjusting latitude 

and longitude values based on stored losses. 

graph: Displays a bar graph comparing heuristic and KMeans losses. 

⎯ GUI Elements: 

Labels, buttons, and text widgets are created and configured with specific fonts, sizes, and positions 

in the Tkinter window. 

⎯ Main Loop: 

The Tkinter main loop (main.mainloop()) is initiated, which keeps the GUI running and responsive 

to user interactions. 

⎯ Description: 

The script essentially provides a graphical interface for a privacy-preserving framework applied to 

taxi trajectory data. It incorporates KMeans clustering and a heuristic-based approach to anonymize 

sensitive information in location data, and it allows users to visualize the results through the GUI. 

4.2 Results description: 

The figure 2 depicts the main interface of the application, providing an overview of the tool for 

anonymization framework. It includes various features and options for users to interact with the 

application. 
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Figure 2: Displays the GUI of ML based anonymization framework. 

The figure 3 shows the user interface or a section of the application where the user can select the Taxi 

Trajectory Dataset for analysis. It include options to browse and load the dataset into the system. 

 

Figure 3: Displays the selection of Taxi Trajectory Dataset 

The figure 4 displays a representation of the sample dataset, providing a glimpse of the data's structure, 

including columns and rows, to give users an overview of the information it contains. 

 

Figure 4: Represents the sample dataset. 

The figure 5 shows the result of processing location data using the Kmeans algorithm with dynamicSA 

Algorithm. It highlights how clustering has been applied to the location data. 
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Figure 5: Represents the processed location data by applying Kmeans with dynamicSA Algorithm 

The figure 6 shows the losses associated with applying the Kmeans and Heuristic algorithms on the 

dataset. It includes visualizations or numerical representations of the losses over iterations or data 

points. 

 

Figure 6: Displays the Kmeans and Heuristic losses on dataset. 

The figure 7 display the actual, real-world location values from the dataset. It is a visualization of the 

raw data before any processing or clustering has been applied. 

 

Figure 7: The screen has the real location values of dataset. 
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The figure 8 represents the latitude and longitude values after applying a data generalization algorithm. 

Data generalization is often used to protect privacy or reduce granularity in location data 

 

Figure 8: Displays the latitude and longitude values after running data generalization algorithm. 

 

The figure 9 provides a comparison of the losses incurred by the Heuristic and Kmeans algorithms. It 

help in evaluating the effectiveness of these methods in the context of the specific dataset and task. 

 

Figure 9: Shows the comparison of heuristic and Kmeans    

5. CONCLUSION 

In this paper, we have proposed a framework to preserve the privacy of users while publishing the 

spatiotemporal trajectories. The proposed approach is based on an efficient alignment technique termed 

as progressive sequence alignment in addition to a machine learning clustering approach that aims at 

minimizing the incurred loss in the anonymization process. We also devised a variation of k 0 -means 

algorithm for guaranteeing the k-anonymity in overly sensitive datasets. The experimental results on 

real-life GPS datasets indicate the superior spatial utility performance of our proposed framework 

compared with the previous works 
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